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Laboratory protocols are critical to biological research and development, yet difficult to communicate and

reproduce across projects, investigators, and organizations. While many attempts have been made to address

this challenge, there is currently no available protocol representation that is unambiguous enough for pre-

cise interpretation and automation, yet simultaneously “human friendly” and abstract enough to enable reuse

and adaptation. The Laboratory Open Protocol language (LabOP) is a free and open protocol representation

aiming to address this gap, building on a foundation of UML, Autoprotocol, Aquarium, SBOL RDF, and the

Provenance Ontology. LabOP provides a linked-data representation both for protocols and for records of their

execution and the resulting data, as well as a framework for exporting from LabOP for execution by either

humans or laboratory automation. LabOP is currently implemented in the form of an RDF knowledge repre-

sentation, specification document, and Python library, and supports execution as manual “paper protocols,”

by Autoprotocol or by Opentrons. From this initial implementation, LabOP is being further developed as an

open community effort.
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1 INTRODUCTION

Laboratory protocols are critical to biological research and development. However, protocols are
often difficult to communicate or reproduce, given the differences in context, skills, instruments,
and other resources between different projects, investigators, and organizations. One of the precon-
ditions for addressing these challenges is for there to be a commonly used data representation for
describing laboratory protocols that is unambiguous enough for precise interpretation and automa-
tion, yet simultaneously “human friendly” and abstract enough to support reuse and adaptation.

While there has been much prior work on representations for protocols, prior approaches have
generally been limited either by their dependence on natural language, which may be ambiguous
or lacking crucial detail, or the expressiveness of their representation, which may be overly specific
to an organization’s execution environment. Currently, many protocol representations focus on
simplifying the capture and distribution of descriptions in natural language. Such representations
include protocols.io [34] and the many commercial electronic laboratory notebook products. A
similar approach is used for recording protocol execution information with community-defined
minimum information standards such as MIAME [8], MIFlowCyt [20], and STRENDA [35]. Much
of the information in such approaches is encoded using natural language, a “human friendly”
option that is much easier to elicit from experimentalists, at the expense of machine interpretabil-
ity. Consequently, protocols and protocol execution records captured with such representations
cannot be automatically validated and are often ambiguous, incorrect, or lack key information.
For the same reasons, such protocols cannot generally be executed by laboratory automation
systems.

Other protocol representations have focused on automation-assisted execution. In many cases,
these are highly bespoke solutions catering to particular hardware, which in turn is often propri-
etary and vendor-specific. Some representations have been made applicable to a broader set of
automation systems, however, such as Autoprotocol [23] and Antha [31], or instead use labora-
tory technicians as their automation, as in the case of Aquarium [38]. All of these representations
have been generally “low level” in their description of protocols, focusing on very specific details
of each operation. This specificity, which, on the one hand, enables automated execution, on the
other hand, imposes barriers to adoption and to generalization and reuse, since this level of detail
often obscures understanding and is too tied to the specifics of a particular laboratory to readily
transfer into different environments. Such representations are typically also difficult to translate
into more “human-friendly” forms.

Finally, there are a number of workflow languages that solve similar problems in business logic
or information processing, such as Unified Modeling Language (UML) [26], the Common Work-
flow Language [1], Taverna [39], and Cromwell [9], not to mention biology-specific workflow sys-
tems such as Toil [37] and Galaxy [16]. The execution models of such systems are in some cases
general enough to be applied to the description and execution of laboratory protocols, but to the
best of our knowledge no such application has been implemented. Further, the very generality of
these approaches can make it more difficult for a biological domain expert to comprehend how
to apply them to protocols, given the large gap between abstract task execution concepts and the
specifics of particular tasks that must be performed in a laboratory.

Critically, none of this prior work simultaneously supports all three of these key requirements:
(1) translation into “human-friendly” natural language descriptions of protocols, (2) transferring
protocols across heterogeneous automation platforms, and (3) generality of workflows. These re-
quirements became critically apparent to the authors during the DARPA Synergistic Discov-

ery and Design (SD2) program, which aimed to develop data-driven discovery and design for
laboratory-based disciplines such as synthetic biology. With more than 100 researchers across
more than 20 organizations, several of which ran experimental facilities with different forms of
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high-throughput automation, participants were forced to confront challenges around protocol
sharing, experiment reproducibility, automation heterogeneity, and communication between do-
main experts and automation experts. The lessons learned in tackling these challenges led directly
to identification of the three key requirements above and the development of the protocol repre-
sentation presented here.

We thus present a unified approach to protocol representation that bridges prior approaches
through the development of the Laboratory Open Protocol language (LabOP), a free and open
protocol representation building on a foundation of UML [26], Autoprotocol [23], Aquarium [38],
the Synthetic Biology Open Language (SBOL) [2, 22], and the Provenance Ontology (PROV-

O) [24]. In Section 2, we introduce the high-level requirements for a common protocol language
that were established in stakeholder discussions. In Section 3, we introduce the technological
foundations of LabOP as a linked-data standard, followed by a higher-level overview of how
protocols are represented. Section 4 discusses the current prototype software implementations of
LabOP, and Section 5 provides examples of how LabOP supports each of the design requirements.
Finally, Section 6 discusses ongoing development by the LabOP community and plans for future
development.

2 DESIGN REQUIREMENTS

Information about laboratory protocols is used for a wide range of purposes in research and de-
velopment at many different stages of experiment design, execution, data analysis, interpretation,
and communication and sharing with other groups. Through our bioprotocols working group dis-
cussions, including representatives from industrial labs, academic labs, and biofoundries, we iden-
tified the following set of design requirements necessary for a broadly applicable representation
of biological protocols:

• Execution by either humans or machines: When available, laboratory automation can
greatly improve the productivity of researchers, so protocols should be specified in sufficient
detail to enable them to be mapped for machine execution. Many laboratories, however, do
not have automation available. Moreover, even when some degree of automation is available,
it is common for protocols to incorporate both automated and manual stages, so protocols
also need to be able to be presented in a succinct and human-friendly form.
• Mapping protocols from one laboratory environment to another: Protocol replication

and reuse requires the ability to map a protocol from one laboratory to another, despite their
differences in equipment, inventory, and information systems.
• Representation of diverse workflow patterns: A protocol representation must be gen-

eral enough to span the wide variety of activities and workflow patterns used in protocols.
It must be possible to extend it to activities and workflow patterns not considered when the
representation was designed.
• Maintaining execution records and associated metadata markup: When a protocol is

executed, it is important to be able to record the specific time of execution, the laboratory
and personnel that executed the protocol, equipment used, and so on. Information in the
protocol can be used to automatically tag measurements with metadata, such as the entities
being measured, their roles in the experimental design, units of measurement, and so on.
• Recording modifications of protocols and the relationship between different

versions: Protocols are likely to be the subject of ongoing improvement and maintenance.
For example, a protocol may be modified to make the protocol simpler to execute or more
reliable, enable it to be executed at a lab with different equipment, to scale it up or down, and
so on.
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• Verification and validation of protocol completeness and coherence: Authoring a
protocol requires substantial care and effort, and the usefulness of the protocol is compro-
mised if its specification is ill-formed, erroneous, or incomplete (e.g., the classic “inadequate
methods section” issue in scientific publications).
• Planning, scheduling, and allocation of laboratory resources: Laboratory resources

are valuable, and some organizations will want to be able to optimize their use. To do so,
a protocol representation should support (at least) extraction of resource requirements and
estimated durations from activities in the protocol.

Note that the first three requirements correspond to the key requirements of “human-
friendliness,” transfer between heterogenous environments, and generality, while the latter four
requirements are more generic automation capabilities. In Section 5 below, we provide concrete
examples that demonstrate how LabOP meets each of these requirements.

3 REPRESENTATIONAL FOUNDATIONS

To make LabOP effective as a broadly shared community standard, we have adopted a principle of
building upon existing standards to maximize compatibility and interoperability, taking advantage
of existing tooling, and making the implementation as lightweight as possible. The LabOP data
model thus unites representational elements that have proven useful in other protocol efforts by
our stakeholder community.

Specifically, LabOP is defined as an ontology for storing linked data and draws from represen-
tational elements found in UML [26], Autoprotocol [23], Aquarium [38], the Synthetic Biology

Open Language (SBOL) [2, 22], and the Provenance Ontology (PROV-O) [24]. In this respect,
the key virtue of LabOP is not so much any specific novelty, but rather its unifying approach,
which integrates these elements to satisfy all of the requirements in Section 2.

In this section, we provide a high-level, conceptual overview of these representational elements.
We do not attempt a detailed description of the LabOP data model here; for this, we refer readers to
the current specification document [7] or to direct inspection of the data model using an ontology
editor such as Protégé [25].

3.1 Ontology Encoding Provides a Common Linked Data Format

LabOP is fundamentally an ontology encoded in the Web Ontology Language (OWL) [6] and is
based in Semantic Web practices and resources. This means that language uses Uniform Resource

Identifiers (URIs) to unambiguously identify and define protocol elements, such as activities,
samples, datasets, and so on, and links these objects together into a graph data structure. It is, to our
knowledge, the first protocol language based on a linked-data representation. This implementation
choice has multiple advantages for supporting the requirements described above.

First, as an ontology, LabOP supports machine reasoning about conceptual abstractions (i.e.,
classes, subclasses, superclasses, etc.), explicit instances of classes, and their relationships. The
LabOP ontology thus defines a data model or “language” that organizes protocol-related concepts.
This enables it to specify protocol details (e.g., labware) at different levels of abstraction, while
using ontological inference to translate protocols into different laboratory environments, as high-
lighted later in Section 5. LabOP is also interoperable with all of the many other controlled vocabu-
laries and bio-ontologies with the same linked-data interface, including PubChem [18], ChEBI [12],
UniProt [11], and the widely used ontologies in the OBO Foundry [17] such as the Sequence On-
tology [14] and the NCI Thesaurus [32]. These are used to annotate LabOP protocols and their
execution records with standardized metadata that do not depend on vagaries of natural language
and human interpretation (e.g., unambiguously identifying a reagent via a PubChem substance
identifier).
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Fig. 1. The LabOP language specifies three layers of abstraction: operation libraries, protocols, and execu-
tions. Blue arrows denote the control flow of activities; magenta arrows, flows of input and output tokens;
and yellow arrows, an execution trace.

Furthermore, because LabOP is encoded as linked data, the history and contextual details of a
protocol execution can be reconstructed from recorded metadata. For example, given a protocol
that collects flow cytometry data on samples of different microbial strains under varying growth
conditions, the protocol specification supports automated linking of each FCS file produced by
the flow cytometer with contextual information about the strain, growth conditions, time of data
collection, calibration, and so on, of the sample from which the FCS file was produced.

3.2 UML Provides Flexible Semantics for Different Workflow Models

Because the core of a protocol is a workflow of activities to be carried out, a key design choice
in LabOP was to adopt an established standard for workflow modeling that could provide a well-
defined and general formal semantics, yet also be sufficiently abstract as to allow succinct expres-
sion and adaptation. We found such a model in Unified Modeling Language (UML) behavior
representations (specifically, the current version 2.5.1 [26]), which forms the central abstraction
layer for LabOP (“Protocols” in Figure 1). UML behaviors provide a general, domain-independent
workflow model. We have translated this portion of the UML specification into OWL, which is, to
the best of our knowledge, the first such encoding that has been developed.

UML’s execution model is universally expressive, including support for serial, parallel, non-
deterministic, and distributed execution. The execution semantics are based on a notion of token
flow similar to those of Petri nets [28]. A Petri net is a graph in which nodes have input edges and
output edges. Roughly speaking, a Petri net node is enabled to “fire,” sending a token out all of
its output edges when all of its input edges are filled with tokens; at the same time, those input
tokens are removed. The control flow semantics can support ordered steps as well as steps in par-
allel or in arbitrary order. Execution patterns may also include loops and recursions. Furthermore,
since tokens can potentially be communicated between different agents, the model also allows for
execution to be distributed, e.g., between several pieces of automation equipment, as a mixture of
human and automated execution, or even across a group of collaborating laboratories.

Another advantage of UML is that it was developed for use as a diagrammatic language as well
as a data model. Thus, it also provides a set of graphical flow control and abstraction constructs
for succinct and human-friendly communication about complex workflows. At the same time, the
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Fig. 2. LabOP’s laboratory operations are organized into libraries based on required equipment types. The
initial collection of libraries “bundled” into the LabOP prototype are based on Autoprotocol, currently imple-
menting most functionality from that language, plus operations for defining and manipulating collections
of samples.

formal execution model provides an unambiguous semantics for verification, validation, and other
forms of machine reasoning.

3.3 Autoprotocol Provides Definitions of Laboratory Operations

As UML is abstract and domain-independent, it does not provide any definitions for laboratory
operations. For these, LabOP begins by drawing definitions from Autoprotocol [23]. Autoprotocol
describes biological protocols in terms of a sequence of instructions, and while this linear workflow
is not expressive enough (hence UML), the instructions themselves provide useful examples of
laboratory operations that can be readily mapped from one laboratory environment to another.

These instructions, such as liquid_handle, incubate, provision, and spin, have been de-
signed and refined by the authors of Autoprotocol to be a basis set for expressing the activities
of common biological protocols in a manner readily transported between different pieces of lab-
oratory automation. The Autoprotocol instructions thus provide a reasonable starting point for
building out LabOP’s collection of libraries of laboratory-independent operations.

Figure 2 shows how the current implementation of LabOP organizes operations adapted from
Autoprotocol into four libraries. Some activities commonly expressed using Autoprotocol opera-
tions are at a lower level than desirable for a human experimenter, however, such as specifying
pipette mixing as a sequence of repetitive liquid handling operations. Not only are such activities
not human-friendly, supplying such fine details makes protocols harder to translate from one lab
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to another. In cases such as these, sets of Autoprotocol instructions are replaced by more abstract
alternatives that capture an Autoprotocol use pattern.

3.4 Array-based Sample Operations Are Inspired by Aquarium

To support automated, high-throughput experimentation, LabOP’s execution model handles op-
erations on samples in a batched fashion in a manner inspired by Aquarium [38]. In contrast, in
Autoprotocol it is only possible to address one location at a time, i.e., a single container or a single
compartment within a container, such as a well on a plate. That limitation means that in Autoproto-
col any operation on multiple locations must name every location as a fixed value in the definition
of the protocol, which in turn means that protocols are often both extremely large (e.g., individu-
ally operating on every well of a 96-well plate) and rigid, since locations cannot be supplied as a
parameter value or determined dynamically at runtime.

In common practice, protocols are often described in terms of operations on physical or logical
collections of samples, such as “Wells A1 to D2 in a standard 96-well plate,” “A 6 by 3 group of
10ml tubes: three replicates each for six conditions,” or “All wells showing green fluorescence
>500 MEFL.” Being able to represent such descriptions directly allows representations to be more
compact, more intelligible to humans for both authoring and execution, and also more reusable,
since they can be communicated as parameters or determined dynamically.

3.5 SBOL Represents Experimental Materials Used in Protocols

The Synthetic Biology Open Language (SBOL) [2, 22], provides succinct representations for
all of the materials that would be used by a typical biological protocol—strains, reagents, media,
experimental sample designs, and so on—along with the ability to track and distinguish between
specific physical aliquots and replicates. On the input side of a protocol, SBOL’s combinatorial
design specifications [30] offer the ability to compactly specify combinations of experimental
conditions (e.g., “measure absorbance at 12 time points from samples of cells transformed by
10 different genetic constructs at 8 different levels of induction, 3 replicates per condition”).
SBOL also incorporates the Ontology of Units of Measure (OM) [29] for specifying and
recording measurements, as well as the W3C Provenance Ontology (PROV-O) [24] for linking
specifications, samples, and data via traces of activity records.

3.6 PROV-O Captures Execution Histories

While UML models activity flows, it does not actually provide a representation to capture activity
executions and associate traces with data. For this, we use the Provenance Ontology (PROV-O) [24].
This last is precisely complementary to our selection of UML behaviors for representing workflows,
as PROV-O leaves the actual definition of activities to users. Recall that a key objective of LabOP
is to aid in tracing the connections between datasets and the protocols that produced them—the
issue of dataset provenance. PROV-O is a well-accepted representation for encoding this kind of
information, so we use it to represent the data-producing relationship between protocols, execu-
tions of protocols, and the resulting datasets. PROV-O also specifies several annotation properties
that we adopt to mark up protocol executions, such as timestamps for the beginning and end of an
activity execution. Thus, we can use PROV-O as the basis for capturing execution traces, with the
activities in the trace defined using the UML data model, built from laboratory primitives based
on Autoprotocol, and the inputs, outputs, and data relations encoded using SBOL.

4 PROTOTYPE

Our software implementation and proof-of-concept include a Python code library (labop), a
web-based tool for visualizing, editing, and executing LabOP protocols (LabOPed), and example
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protocols demonstrating how LabOP meets the requirements listed in Section 2. These resources
are available on Github under the Biological Protocols Working Group organization [7].

In this section and the next, we will use as a running example the iGEM LUDOX protocol for
calibration of plate reader optical density (OD) by comparing the absorbance of water and sus-
pended silica. This protocol was first introduced in the 2016 iGEM interlaboratory study [5] and
refined thereafter [4]: Specifically, we use its 2018 version as our running example. The LUDOX
calibration protocol is an extremely simple protocol consisting of three steps: Water is added to
four wells in a 96-well plate, LUDOX silica suspension is added to another four wells, and then
all eight samples are measured at some specified absorbance (600 nm in its original usage) to ob-
tain a baseline measurement of OD, validate machine behavior, and allow path-length correction.
In addition to being simple enough to be a succinct example, this protocol is an ideal case study,
as quantitative biophysical characterization and reproducibility are key goals for synthetic biol-
ogy and, to date, the protocol has been performed in hundreds of labs in the context of the iGEM
interlaboratory reproducibility studies.

4.1 The Specification Document and Python API Are Machine-generated

As introduced in Section 3, the LabOP data model is encoded as machine-readable OWL files.
These specification files are the primary source from which we automatically generate a human-
readable specification document as well as a Python API through code generation (Figure 3).
The specification document includes automatically generated class diagrams and descriptions
in addition to some static introductory material introducing the motivation and context of the
specification. This document is built nightly using automated Github actions, ensuring that it is
continually updated with respect to upstream changes in the OWL specification, and is available
for download as a workflow artifact file. Readers are referred there for a detailed technical
description of the data model [7].

The labop Python library provides an object-oriented API that enables construction of protocol
data structures using the classes in the LabOP data model. To facilitate protocol sharing and re-use,
the back-end provides serialization and parsing of protocols into a number of standard RDF file
formats, e.g., RDF/XML, Turtle, and so on. To generate the API automatically, we leverage a tool
called SBOLFactory [3] that dynamically translates an ontology file into Python class definitions
and an object-oriented API.

In addition to using OWL to specify LabOP’s class structure, we use the Shapes Constraint

Language (SHACL) to support automated validation of user-created protocol files. SHACL is
an RDF-based language that describes graph patterns to which valid RDF documents must con-
form [19]. For LabOP, we have developed a set of SHACL constraints for protocol data structures.
The labop software stack leverages the pySHACL validator tool [33] to check our set of constraints
and ensure that individual LabOP protocols are complete, consistent, and valid data structures.
By using OWL and SHACL, the LabOP data model is specified using non-ambiguous, machine-
readable languages. The use of OWL and SHACL thus decouples the specification from its imple-
mentation in any one programming language and from its formulation(s) in natural language.

Our approach of automatic generation has many advantages and may serve as a useful example
for other standards development efforts. Because the standard is still in a relatively early stage of
development and is expected to evolve, it is particularly valuable that revisions to the proposed
data model can be rapidly generated, tested, and released. Moreover, since the human-readable
specification document and the software library are generated from a single source, we avoid the
possibility of introducing discrepancies between these resources while simultaneously lowering
maintenance costs. These factors have enabled rapid development and will continue to support
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Fig. 3. The LabOP specification is fully machine-readable and encoded in OWL/SHACL from which docu-
mentation and software implementations are automatically generated.

responsive updates in our prototype implementations as new needs and use cases are identified
by the community.

4.2 The labop Python API Enables Authoring Protocols and Developing Tools for

Authoring Protocols

The labop Python API supports protocol editing operations by providing functions that build a
protocol. Protocol generation scripts execute a sequence of API functions that construct the LabOP
representation of a protocol.

For example, Figure 4 shows code implementing the iGEM LUDOX protocol Lines 5 to 7 define
the protocol and add it to an SBOL3 document (representing the protocol as RDF). Line 10 defines
an input parameter for the wavelength. Line 13 defines the SBOL3 object for double-distilled water,
grounding it in a link to a PubChem identifier. Line 19 defines a microplate object that will hold the
samples. Lines 22 to 25 identify the wells that will hold water and provision the water into those
wells. Lines 30 to 33 identify which wells to measure and then measure the absorbance. Finally,
lines 36 to 39 define the protocol output parameter for absorbance and link it to the output of the
absorbance measurement activity.

Note that while programming at the level of the LabOP API is not feasible for many experimen-
talists, programmers can use these LabOP API functions to build visual editors that support author-
ing and inspection of protocols by experimentalists. LabOPed is an example of such a visual editor.

4.3 Protocols May Be Visualized and Understood as Linked Graphs

Visualization helps to specify and understand a protocol, as well as helping understand more gen-
erally how to think about workflows using the UML Activity model upon which LabOP is based.
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Fig. 4. LabOP Python script to construct a portion of the iGEM LUDOX calibration protocol. An inter-
active Jupyter notebook is available at https://colab.research.google.com/drive/1WPvQ0REjHMEsginxXM
j1ewqfFHZqSyM8?usp=sharing.

A LabOP protocol consists of a set of activities and controls (nodes) that are linked by data and
control flows (edges), all of which may be naturally visualized as a graph.

Figure 5 illustrates the rendering of the iGEM 2018 LUDOX calibration protocol via
GraphViz [15]. It includes an initial control node (filled black circle) that is followed by the
[aquire an] EmptyContainer activity node for allocating the microplate. The “followed by” rela-
tionship is denoted by a blue control edge. Activity nodes include “pins” for inputs and outputs.
For example, the EmptyContainer node has an input pin named specification and an output
pin named samples. Data flow edges, drawn as black arrows, link the activities’ pins. For example,
the EmptyContainer samples output pin links to the source input pin for PlateCoordinates,
indicating that the coordinates will reference samples within the empty container that has just
been allocated. Data flow edges link either directly or through control nodes such as a fork
node, illustrated by a black bar. Data flow edges also link protocol input—e.g., wavelength—and
output—e.g., absorbance—parameters. These parameters are drawn as rectangles with doubled
outlines.

While Figure 5 illustrates the protocol as a directed graph, in principle, LabOP can be presented
in any number of formats. For example, the protocol illustrated by Figure 5 may also be described
as a list of activities because the activities can be sorted into a total order. LabOP protocols that
are partially ordered or include decision nodes can be represented by other paradigms such as
block-based programs [21] or visual scripts [13, 36].
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Fig. 5. LabOP prototocol for the iGEM 2018 LUDOX calibration protocol, automatically rendered by LabOP
visualizer. The graph includes protocol activities that follow a control flow denoted by blue edges and data
flow denoted by black edges. Per UML diagram conventions, the initial node is shown as a black circle, the
fork node is shown as a black bar, and the final node is shown as a double circle. The graph also illustrates
protocol input (e.g., wavelength) and output (e.g., absorbance) parameters with double boxes.

4.4 Execution Can Be Specialized for Cross-laboratory Execution

To support execution, we have developed an execution engine with an extensible framework for
third-party specializations that translate protocols into various target execution environments.
This engine translates a LabOP protocol into another representation as a side-effect of simulat-
ing the execution of the protocol. In this way, LabOP serves as an intermediate representation
for protocols enabling translation from one laboratory execution environment to another, em-
ploying different instrument platforms and execution languages. LabOP also supports conversion
to natural language and various automation formats, including other protocol languages. Note
that conversion from LabOP to other automation formats is not generally reversible, because
these other formats are less expressive. The overall procedure for protocol execution is described
below.

The execution engine uses a token-based execution semantics that implements the UML
activity model based upon Petri-nets [28]. Execution (simulation) involves tracking a set of
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tokens generated by each activity or control node in the protocol graph. Nodes may consume
input tokens and generate output tokens, and tokens can either hold data representing objects
created by activities or can denote control. When simulating an activity node for the purpose of
translation, the engine will emit a translated description of the activity, such as one or more linked
Autoprotocol objects, thus incrementally building the translation as a side effect of the simulation
process.

After executing an activity, the execution engine non-deterministically selects one of the next
enabled nodes in the control flow. Finally, the engine invokes specialized interpreters to gener-
ate instructions specific to the target execution environment that actuate equipment (or provide
instructions to lab technicians) and that capture acquired measurement data and metadata in an
execution trace. When targeting automation, such as Autoprotocol or Opentrons, such informa-
tion can often been reported directly via the API for the automation system. When the execution
is manual or no API integration is available, however, the protocol can be run interactively and
data can be supplied back into the engine by a human operator.

Currently, our prototypes implement execution specializations that convert LabOP into Mark-
down,1 Autoprotocol [23], and Opentrons [27] formats. In principle, however, specializations
might also be configured to dynamically execute LabOP protocols by directly interfacing with
instrument-specific APIs, rather than performing a translation, further enabling cross-platform
laboratory execution. The specialization framework also includes methods for hooking into labo-
ratory information management systems, as illustrated in Section 5.2.

Given the generality of LabOP workflows, the execution engine supports hierarchical nesting,
re-use, and repetition of sub-protocols as activities within a protocol. As a consequence, serializing
LabOP protocols to more restricted target languages may require compiling away some of the
control structure. For example, control flow in Autoprotocol is limited to a strict linear step
order with no branching or sub-protocols, so a LabOP protocol must be linearized with all loops
“unrolled” and all sub-protocol invocations expanded inline to produce a linearized version of the
protocol suitable for mapping into Autoprotocol. The Autoprotocol execution engine thus unrolls
the protocol into a series of distinct executions, in which activities in sub-protocols may appear in
the execution history multiple times as they are repeated. Furthermore, a single LabOP protocol
may need to be translated into multiple Autoprotocol sequences. In such cases, a single Autopro-
tocol sub-sequence will be run to completion, and then there will have to be human intervention
to choose the appropriate next sub-sequence to run, depending on the outcomes of the previous
one.

5 DEMONSTRATION

In this section, we present examples demonstrating how the LabOP language and our current
prototype implementation fulfill the each of the design requirements laid out in Section 2. These
demonstrations use the same running example as in the previous section: the iGEM LUDOX pro-
tocol for calibration of plate reader optical density (OD) [4, 5].

5.1 Execution by Either Humans or Machines

While some labs may perform the LUDOX calibration protocol using robotic liquid handlers, more
resource-limited labs perform it using manual pipetting. LabOP is converted to either Autoprotocol
or Markdown using specialized interpreters that are invoked by the execution engine. For exam-
ple, the iGEM LUDOX calibration protocol is shown converted and rendered into Markdown and

1Markdown is a rich text format designed to be readable both in its source form and to be translatable into other widely

used formats such as HTML, PDF, and so on.
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Fig. 6. (a) Markdown “paper protocol” generated from LabOP for iGEM 2018 LUDOX calibration protocol
(the version presented here has been post-processed to translate the Markdown into PDF); (b) Autoprotocol
for the iGEM LUDOX calibration protocol as generated by the Autoprotocol execution specialization.

Autoprotocol in Figure 6. The respective execution specializations collect the translated sequence
of protocol activities and also help to resolve the objects appearing in the protocol. In addition to
interpreting the steps, the specializations format the syntax needed for each target language:

The Markdown specialization interprets the protocol to construct a human-readable string that
describes each step. The specialization also makes use of Markdown syntax to embed hyperlinks
to online definitions, generated from the usages of materials or containers in the protocol. This
hyperlinking is enabled by LabOP’s linked data nature and its leveraging of existing ontologies.
For example, in Figure 6(a), each of the two materials is blue, because the Markdown includes a link
to the material’s NCBI PubChem substance definition, which in turn provides purity and supplier
information for these required reagents.

Similarly, the Autoprotocol specialization formats protocols as a list of instructions in JSON. For
example, the Autoprotocol specialization interprets the EmptyContainer activity to generate code
that will identify an available container in the Strateos laboratory information management

system (LIMS) that satisfies the specification in the protocol. In Figure 6(b), this is implemented
via lines 37–39, which declare a collection of wells named “samples” that are the targets of the
provision and spectrophotometry steps.

5.2 Mapping Protocols from One Laboratory Environment to Another

Laboratories often differ in terms of the specific equipment, inventory, labware, and reagents
that are available, even if they happen to be using the same execution platform, thus requiring
substitutions and adaptations of a protocol at runtime. For this reason, the labop library is
distributed with an ontology of labware and equipment. The purpose of this ontology is to
maintain a catalog of specific instances of labware that may be commonly used in laboratories,
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Fig. 7. (a) LabOP supports inferential reasoning to map protocols into laboratories with different equipment
and inventory; (b) Invoking a protocol execution using the LabOP API and Opentrons specialization. The
check_lims_inventory method provides a hook to interface with laboratory inventory control.

as well as their properties, such as geometric characteristics and from which vendor they may be
procured. These labware instances belong to more general categories such as “plate,” “microfuge
tube,” and “pipette tip rack.” Like the LabOP data model, this ontology is also specified using
OWL and is queryable through the LabOP API. The labop execution specialization framework
leverages this feature to select labware items that are available in a laboratory’s inventory and
which most closely match a queried set of constraints.

For example, the LUDOX calibration protocol specifies that samples should be loaded into a “96
well plate.” A human technician ordinarily has little trouble interpreting these instructions and ob-
taining a suitable plate given the context of the protocol. However, execution on an Opentrons ro-
bot requires that the brand of 96 well plate is explicitly specified, as the robot must take into account
vendor-specific differences in labware geometry. Therefore, when the LUDOX protocol is run
using the Opentrons execution specialization, an inference is made to determine which instances
of a 96 well plate are available in the laboratory’s inventory (Figure 7(a)). An example invocation
of an Opentrons execution is shown in Figure 7(b). By overriding the check_lims_inventory
method, the user hooks the specialization into their inventory management system to select a
specific instance from a list of available labware. While this implementation currently simply
chooses an arbitrary item from a list of available labware that satisfied the provided specifica-
tion, a more nuanced user-defined check_lims_inventory could further refine its selection
process based on multiple criteria, such as cost, availability, or preference for one brand versus
another.

5.3 Representation of Diverse Workflow Patterns

Even a protocol as simple as the LUDOX protocol demonstrates how the universal workflow model
that LabOP takes from UML can support and mix workflow patterns. The workflow diagram in
Figure 5 shows sequential ordering, in which the plate must be allocated before materials are
added to the wells, which in turn must happen before absorbance is measured. The same workflow
illustrates nondeterministic ordering as well, in which the water and LUDOX can be provisioned
in any order—or, in principle, even simultaneously with two sets of pipettes.

LabOP also permits conditional (branching) execution, where the output of a condition evalua-
tion primitive flows into a decision node and the matching output of the decision node is executed.
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Fig. 8. LabOP uses decision nodes (diamonds) to enable runtime branching during protocol execution. The
decision node branches execution on the return value of the measurementNominal primitive and executes a
second MeasureAbsorbance primitive when measurementNominal returns False.

Figure 8 illustrates the addition of a condition evaluation primitive measurementNominal to assess
whether the MeasureAbsorbance primitive measurements are within tolerance. If not nominal,
then the protocol executes a second MeasureAbsorbance primitive. The condition evaluation
primitive can be automated or handled by a human (providing a quality control checkpoint).

Finally, this workflow also illustrates extensibility. Of the 11 activities in the protocol workflow,
only 4 are built into the language specification: the initial node, the fork, and the input and output
variables. The other 7 activities are all taken from libraries, and while these specific libraries
happen to be bundled with the LabOP distribution, the libraries are defined and implemented

ACM Journal on Emerging Technologies in Computing Systems, Vol. 19, No. 3, Article 28. Publication date: June 2023.



28:16 B. Bartley et al.

using the same LabOP mechanism for extensibility that anyone can use to define new libraries or
custom operations.

5.4 Maintaining Execution Records and Associated Metadata Markup

As described above, the labop execution engine includes support for creating persistent data
structures that record a specific protocol execution and for linking such execution records
back to protocol specifications. Figure 9 shows an example visualizing an execution trace for
the LUDOX protocol, including execution times for every library activity and records of every
piece of data that flowed along an edge in the protocol graph. Note that this trace also provides
all of the links necessary for metadata tagging of the data collected in the course of protocol
execution.

5.5 Recording Modifications of Protocols and the Relationship between Different

Versions

In laboratory practice, protocols are frequently updated and revised. For example, different envi-
ronmental parameters may be controlled or monitored, additional steps may be added to optimize
yields, or new reagents may be introduced. Version control for laboratory protocols may help prac-
titioners explore experimental design space more efficiently, improve scientific reproducibility, and
reduce uncertainty in interpreting experimental results.

In accordance with our principle of leveraging existing tools as much as possible, LabOP seri-
alizations may be managed like any other software using conventional revision control systems.
RDF-based serialization formats, such as RDF/XML or Turtle, are problematic for conventional
software versioning systems, because these formats do not specify a deterministic order in which
data structures are serialized. The N-triples RDF format, however, is deterministic when sorted, so
labop uses this format as a stable serialization that can be readily differenced and inspected with
standard, text-based version control tools. Figure 10(a) illustrates an example of version-control
differencing between versions of a LabOP protocol in sorted N-triples RDF.

The LabOP data model does not intrinsically manage versioning of individual protocols, but
rather relies on revision control systems. This has an added benefit of simplifying dependency man-
agement between related protocols. Groups of related protocols may be version-controlled collec-
tively in a repository, thus avoiding the difficulty of maintaining explicit version requirements (i.e.,
“pins” or “ranges”) between related protocols. However, version tags are inserted into generated
Markdown protocols to keep track of protocol hard-copies at the laboratory bench (Figure 10(b)).

Thus, LabOP allows protocols to be maintained by distributed communities of contributors using
standard software development version control such as git, as well as the larger ecosystem of
associated tooling for project management and community-driven development.

5.6 Verification and Validation of Protocol Completeness and Coherence

Supporting protocol authors in achieving correctness is an important goal for a protocol represen-
tation. While the implementation will depend on specific tooling, the representation specification
must provide guidance as to what it means for a protocol to be complete, consistent, and so on. This
is especially important for automatically executed protocols, since the control system cannot be
counted on to repair flaws in protocols on the fly, and in the worst case, an incorrect specification
could even cause damage to equipment or endanger lab personnel.

To aid the user in construction of valid protocols, the LabOP API provides a method for check-
ing these validation rules. Figure 11 shows an example of this API being invoked on a malformed
protocol, in this case for a protocol where the nodes representing its start condition, stop condi-
tion, and parameters have not been connected up to form a coherent workflow. Deeper levels of
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Fig. 9. LabOP execution trace for the iGEM 2018 LUDOX calibration protocol, layered on the protocol vi-
sualization shown in Figure 5. Yellow edges denote data flow with placeholder and computed values for an
offline execution of the protocol.

semantic validation, such as checking whether a protocol might add more liquid to a container
than it can hold, can be implemented with the aid of simulations in the execution engine.

5.7 Planning, Scheduling, and Allocation of Laboratory Resources

Protocol authors must ensure that protocols can be executed in the laboratory. To this end,
LabOP models constraints on the activities in the form of temporal constraints and container
specifications. Temporal constraints impose bounds on the temporal distance between timepoints,
such as the start and end of activities, and can be used prior and during execution to schedule
activities. For example, Figure 12 illustrates a schedule for the LUDOX calibration protocol as an
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Fig. 10. Use text-based formats can support effective version control of both LabOP protocols and protocols
generated from LabOP for execution. For example, (a) shows a diff between versions of the LUDOX calibra-
tion protocol in LabOP, as sorted in sorted N-triples, a deterministic RDF serialization, and (b) shows a diff
between generated Markdown for the LUDOX calibration protocol.

Fig. 11. The LabOP API provides validation checking for protocols. In this example, an invalid protocol con-
tains improperly linked control flow between activity nodes.

Fig. 12. Adding temporal constraints to the LUDOX calibration protocol allows schedulers to construct a
schedule, shown here as an automatically generated Gantt chart.

automatically generated Gantt chart, where constraints between the start and end time of each
activity enforce the duration and ordering of the activities. Container specifications constrain the
types of containers that are compatible with the protocol, and, as previously described, facilitate
allocation of laboratory resources.

The specifics of resource requirements and duration estimates will likely be a function of both
the protocol and the available equipment in the laboratory in which it is to be executed (i.e.,
both the protocol and laboratory impose constraints). Which resources are limited and must be
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considered in a planner or scheduler, versus those that can be effectively treated as unlimited,
will also vary by laboratory, as will management styles and applicable policies.

6 FUTURE DIRECTIONS

The development efforts on LabOP described above have produced a representation that is simulta-
neously expressive enough and compact enough to satisfy all of the key goals that we have identi-
fied for a broadly applicable community standard. Our prototype implementation realizes this rep-
resentation in the form of an ontology, specification, and Python library, which in turn have been
used to implement test protocols and tools for visual editing and for execution, either by hand via
export to a “paper protocol” or with laboratory robotics via export to Autoprotocol or Opentrons.

The next critical stage in developing LabOP into an effective community standard for protocols
is to refine the representation and expand the set of tools through involvement of interested stake-
holders from the broader community. To that end, we organized an open community meeting at
the COMBINE 2021 standards meeting in October 2021, during the course of which participants
validated community interest in this initiative, prioritized next steps for LabOP, and began organi-
zation of an open pre-competitive community for its continued development. This community has
continued to meet regularly and organize development, and more information about its activities
may be found at http://bioprotocols.org/.

The key near-term goals for the development of LabOP, as prioritized by this community, are:

• putting LabOP to use in ongoing inter-laboratory collaborations within the stakeholder com-
munity,
• implementation of additional key execution environments, such as Emerald Cloud Lab, py-

LabRobot [10], and protocols.io [34],
• implementing reasoning about the contents of samples, and
• improved user interfaces for protocol design, editing, and inspection.

If this nascent community is able to achieve these goals, particularly using LabOP to reduce
protocol-related challenges faced by existing inter-laboratory collaborations, then it will form the
basis for further development and utilization and, ultimately, may be able to establish an effec-
tive open standard representation for biological protocols, accelerating research and development
across a broad range of fields and applications.
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