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Abstract Our capability to engineer biological systems is increasing rapidly in
both speed and scale, leading to explosive growth in the complexity of bioengineer-
ing projects that can be contemplated. Artificial intelligence techniques have helped
to tame such complexity in many other fields, and are beginning to be employed in
the same way to the engineering of biological organisms. Using these techniques,
computers represent, acquire, and employ domain knowledge to automate “more
routine” processes and allow humans to focus on deeper scientific and engineering
issues. At the same time, applying more sophisticated techniques such as these im-
poses new demands on biological systems experimentation, particularly with respect
to representation and curation of data. This chapter surveys the state of the art in ap-
plying artificial intelligence to bioengineering, as well as discussing opportunities
and challenges for the future.

1 Introduction

Synthetic biology is the systematic design and engineering of biological systems,
principally through modification of their genetic code. Engineering living organ-
isms in this manner holds clear potential for enabling revolutionary advances across
many different fields of application, including preventive, diagnostic, and therapeu-
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tic medicine; energy production and storage; chemical and materials manufacturing;
agriculture; and environmental management and remediation.

In recent years, our ability to engineer biological systems has been increasing
rapidly, both in the types of modifications of living organisms that can be routinely
contemplated and in the application of automation, systematization, and standard-
ization to decrease costs and increase the pace at which modifications can be per-
formed. For example, where once there were only a few effective genetic regula-
tory devices, now there are growing libraries of high-performance devices based
on a diverse set of biological mechanisms in a number of different organisms, in-
cluding TALE proteins [48], CRISPR [40, 31], recombinase [12, 76], and TetR
homologs [68]. At the same time, new combinatorial and high-throughput proto-
cols are beginning to enable efficient fabrication and screening of vast numbers of
genetic constructs (e.g., [61, 66]) and engineering at the scale of entire genomes
(e.g., [57, 60]).

This ongoing growth of capabilities, pace, and scale likewise increases the
amount of information and knowledge that must be marshaled, across multiple dis-
ciplines, in order for the full potential of these capabilities to be realized in effective
organism engineering workflows. Moreover, the ongoing rapid pace of advancement
in the field means that it is likewise critical for such workflows to be flexible and
capable of rapidly integrating new knowledge, protocols, and capabilities. Similarly,
since no single person or laboratory can contain all of the different types of cross-
disciplinary expertise that are becoming necessary, workflows need to be able to
minimize friction in the transfer of knowledge, specifications, and materials both
within an organization and between cooperating organizations. In all of these ways,
we see the increasing importance of identifying techniques for managing the com-
plexity of biological engineering.

Similar challenges of managing engineering complexity have been faced in other
fields as well, such as electronics (e.g., microprocessors with billions of transistors),
software engineering (e.g., operating systems with millions of lines of code), and
mechanical engineering (e.g., commercial aircraft with millions of components). In
these and other disparate areas, the response has been to use artificial intelligence
(AI) techniques to capture the knowledge of human experts, embedding this knowl-
edge into assistive tools that can carry out routine work and error checking (e.g.,
microchip transistor layout, optimization, and validation), and into standard inter-
faces that allow such tools to be readily connected into customizable engineering
workflows (e.g., VLSI for high-level specification of an integrated circuit, logical
formulae for validation and testing, and geometry files for the final layout to be
fabricated). Together, these allow human engineers to operate at a higher level of
abstraction, focusing more on core issues of intention and design, and also allowing
problems to be more readily factored across teams and organizations.

Already, the profusion of data from high-throughput protocols and assays has
been leading practitioners to turn toward AI approaches, particularly methods from
the machine learning and “big data” communities. AI, however, offers a much richer
landscape of potentially applicable techniques in addition to these, including knowl-
edge representation (e.g., semantic networks, frame representations), knowledge ac-
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quisition (e.g., hypothesis generation), planning and decision making (e.g., expert
systems, constraint-based reasoning, planning under uncertainty), and automated
action (e.g., robotics). In general, these approaches involve encoding a much greater
degree of domain-specific knowledge. Such knowledge-rich approaches can com-
plement and enhance data-intensive machine learning methods, as well as address-
ing other classes of problems that machine learning and big data methods do not.

Another important lesson from prior domains that must also be applied to the au-
tomation of synthetic biology, however, is that no amount of sophistication in meth-
ods can obviate the foundational requirements of metrology and curation. In order
for workflows to make effective use of data, models, and specifications produced
by different organizations, they must be expressed in compatible data structures and
with comparable units. The better the comparability and curation of such inputs, the
more that our tools can be put to use engineering novel capabilities, rather than in
attempting to reconstruct missing or degraded information.

Biological mechanisms may arguably be less well understood and more complex
than the building blocks of mechanical engineering or electronics, but there are still
many opportunities for AI techniques to be applied. Furthermore, as in other fields,
the most transformative impacts of AI are likely to be cumulative, through the in-
crmental effects of many AI-based tools, each addressing different bottlenecks or
points of friction.

Accordingly, in this chapter (an extended version of [8]) we present an analysis
of opportunities and challenges relating to the application of AI techniques to the
engineering of biological organisms. We begin with a review of a typical organism
engineering workflow in Section 2, and discuss opportunities for AI-based tools to
help address challenges in such a workflow in Section 3. We then discuss repre-
sentations to support curation and integration of tools into workflows in Section 4.
Finally, Section 5 identifies key challenges for the future and Section 6 concludes.

2 Organism Engineering

There are many different complex problems that must be addressed in various forms
and applications of organism engineering. Rather than attempting to cover the whole
breadth, we will narrow the focus of discussion for this chapter to one important and
widely addressed class of synthetic biology systems—genetic regulatory networks
that implement a sense-control-actuate paradigm—and to a prototypical design-
build-test workflow for engineering such systems.

In particular, the sense-control-actuate paradigm means any synthetic biology
system that can be mapped onto the three stages illustrated in Figure 1:

• Sense refers to the transduction of properties of the environment or cell state,
such as small molecule concentration, light, or nutrient stress, into informational
signals (typically represented by transcriptional or translational activity).
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Sense
small molecules, light, cell state, …

Control
logic, memory, timing …

Actuate
enzymes, reporters, products…

Fig. 1 Many synthetic biology systems can be viewed as composed of three components: sensing
of environmental or cell state, a control system that processes the signals from these sensors to
determine appropriate cellular behavior, and actuators that convert the control signals into actions
such as enzymatic pathway regulation or reporter expression.

• Control refers to the processing of signals from the sensors to determine ap-
propriate behaviors in response from the cell, and may also include cell-to-cell
communication as part of this processing.

• Actuate refers to the transduction of the computed control signals into actions
on the cell and its environment, such as regulation of enzymatic pathways or
expression of a reporter protein.

A great many synthetic biology applications can be readily mapped onto this
paradigm, particularly many therapeutic and diagnostic applications, as well as en-
vironmental sensing, and even the regulatory aspects of chemical or material fabri-
cation.

As we shall see, there are a wide range of ways in which AI techniques might be
applied to aid in engineering such genetic regulatory networks. Moreover, many of
these applications would likely apply similarly to other classes of synthetic biology
systems as well, further indicating the breadth of potential in the combination of AI
and synthetic biology.

2.1 Typical Workflow

For our discussion in this chapter, we shall consider one of the frequently used
synthetic biology workflows for organism engineering, which may be viewed as
comprising three steps: design, build, and test (Figure 2).

This workflow is often invoked for engineering any type of synthetic biology
system, not just sense-control-actuate systems, but the content of the steps can be
different for other classes of system (e.g., design of a novel heat-tolerant biosyn-
thesis process might largely neglect selection and arrangement of components and
instead focus primarily on molecular dynamics simulations of one key enzyme). We
discuss each of these steps in turn, emphasizing opportunities for improvements in
the typical current workflow.
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Fig. 2 A typical synthetic biology workflow for organism engineering may be viewed as a cycle
of three stages: design maps a behavior specification to a nucleic acid sequence intended to realize
this behavior, build draws on synthesis and/or assembly protocols to fabricate said nucleic acid
sequence, and test assays the behavior of cells modified to include the sequence, feeding back this
information into the design process to complete the cycle.

2.1.1 Design

Design encompasses a number of different interacting aspects of engineering en-
countered along the path from an abstract specification of desired organism behavior
to one or more nucleic acid sequences intended to implement the specified behavior.
At the most abstract level, the engineer must determine the arrangement of sensors,
actuators, regulatory relationships, and/or enzymatic pathways that will be used to
implement the desired behavior. Such an arrangement must then be mapped onto the
set of DNA or RNA components that are actually available, or new components must
be engineered to fit the needed specifications for those particular components or in-
teractions. It is further necessary to ensure that there will not be conflicts between
the components selected, either directly (e.g., by gene products with undesired in-
teractions with other elements in the system), or indirectly (e.g., by collectively
over-straining cellular resources). Finally, the resultant networks must be linearized
onto one or more nucleic acid sequences (linear referring to the single dimension of
the nucleic acid backbone, on which the elements of the network must be placed).
These sequences must also be chosen so that they can be synthesized or assembled
with the resources available to the engineer and also be delivered to operate inside
the cell line that is being engineered. At present, the selection and arrangement of
components is typically carried out largely by hand, with little usable characteriza-
tion data to guide component selection and poor models to quantitatively predict the
behavior of the resultant composite system; component engineering features some
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more principled approaches (e.g., [74, 27, 41]), but is still generally a rather slow,
costly, and hard to predict process.

2.1.2 Build

The build stage creates organisms modified with the designed nucleic sequence(s).
First, the sequence or sequences are synthesized or assembled (e.g., via Bio-
Bricks [15, 44], Gateway-Gibson [34, 32], or MoClo [75]) to produce actual phys-
ical samples, and the host organisms are cultured to be ready to receive these se-
quences. The sequences are then delivered to the organism by one of a variety of
protocols, to either operate autonomously or to be integrated into the cell’s DNA,
depending on the protocols involved. Both of these stages have a number of issues in
yield and quality assurance, particularly as many protocols seem to require a “magic
touch” by which some practitioners get reliable results and others frequently build
systems with problematic flaws. Next-generation sequencing may help to address
issues of quality control, but planning, resourcing, and executing build protocols
effectively is still an open and challenging problem.

2.1.3 Test

Finally, the behavior of the newly constructed organism or organisms is assayed to
determine how well it corresponds with the original specification, and to help debug
misbehavior such that the next iteration of the design can be closer to the desired
behavior. Typically this involves culturing the organism under specific conditions
(though it can also involve delivering the organism for in vivo testing), and process-
ing it through assay instruments at one or more time points to obtain phenotypic
information. Here, one of the biggest challenges is in relating assay data to the orig-
inal specification: many assays produce data in great volume, but the mapping back
to the original specification is often qualitative or relative, rather than absolute. Like-
wise, it is often not clear how to relate the observed behavior to predictive models
that can provide principled guidance in how to adjust the design phase in order to
produce improved results.

2.2 Layers of Organism Engineering Interactions

Beyond the individual workflow discussed above, it is important to note that organ-
ism engineering rarely takes place in isolation. The complexity of managing organ-
ism engineering is typically complicated by interactions on several levels (Figure 3).

First, note that the previous subsection focused only on single steps in the engi-
neering of an organism intended to meet a particular specification. These are con-
sidered together as a cycle, however, because in current practice, engineering an
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Fig. 3 Organism engineering does not take place in isolation: in addition to potentially many
design-build-test cycles of a single project, there are often complex interactions both within a
laboratory and between laboratories, in which many different workflows interact.

organism to meet a specification typically requires many iterations of this design-
build-test cycle. Across these iterations, an organism engineer needs to be able to
track and integrate results, to accelerate the process by carrying out some cycles
in overlapping stages rather than waiting for each to finish completely (particularly
when lengthy protocols are involved), and more generally to optimize the execution
of the workflow with respect to practical resource constraints.

Furthermore, within any given laboratory, there are often many organism engi-
neering projects ongoing in parallel. These may introduce friction in a project, as
other projects compete for resources or to schedule time on shared equipment. They
can also be beneficial, however, through the sharing of knowledge, techniques, and
protocols. Furthermore, complex projects may have many people working simul-
taneously on different aspects of an organism (which must remain compatible), or
may have some of the work involved carried out by specialists.

Finally, different laboratories and organizations often need (or could benefit
from) various forms of interaction. Examples include exchange of information about
assay results, exchange of materials (allowing some organizations to specialize as
high-efficiency suppliers), exchange of protocols and methods, and outsourcing of
quality assurance testing.

Together, all of these layers of interaction form a much more complex “ecosys-
tem” of organism engineering, meaning that there are many more opportunities
beyond those suggested by considering an individual design-build-test workflow,
where AI-based improvements may greatly accelerate the overall development of
new organism capabilities by means of reducing friction from cross-workflow in-
teractions and by improving the exchange of knowledge between individuals and
organizations.
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3 Potential AI Contributions

Currently most organism engineering workflows have little automation and rely
heavily on domain expertise, a limited amount of which is shared through publi-
cations. There are a number of places, however, where tools to support or carry
out information integration and informed decision making might improve the effi-
ciency and speed of organism engineering, as well as enabling better results to be
produced. Such integration and decision-making points (summarized in Table 1) are
good opportunities where the application of AI techniques might prove valuable for
the practice of synthetic biology. Accordingly, in this section, we consider the ap-
plication of AI techniques to each of the aspects reviewed in the previous section in
turn.

Engineering Challenge Key AI techniques Examples
Machine-assisted gene circuit design expert systems, constraint-based reasoning, heuris-

tic search, optimization, machine learning, multi-
agent systems

[3, 80, 20, 58, 11, 52, 4, 5]

Flexible protocol automation robotics, planning under uncertainty [24, 35, 6, 49, 69, 72]
Assay interpretation and modeling machine learning, qualitative reasoning [42]
Lab management and optimization heuristic search, optimization, planning under un-

certainty
[16, 17, 72, 24]

Represent/exchange designs semantic networks, ontologies [30, 29, 25]
Represent/exchange protocols semantic networks, schemas [49, 69]

Table 1 Summary of bioengineering challenges for which there is a high potential for AI tech-
niques to contribute to the solution.

3.1 Design: Machine-Assisted Engineering of Control Circuits

Design is a clearly knowledge-dependent portion of the workflow, and so it is unre-
markable that AI techniques should be applicable to this phase in a number of differ-
ent ways. Indeed, AI techniques are already key to a number of specialized sub-tasks
within the design process: for example, in genome mining (e.g., [68]) a wide array
of machine learning methods for clustering, analysis, and inference are often used to
determine the significance of sequence elements and relations between sequences,
and in protein design (e.g., [63]) heuristic search techniques are frequently used to
explore the staggeringly large number of candidate sequences that might satisfy a
design goal, guided by heuristic rules that capture the intuitions of human experts
with regards to protein structure and behavior, such as the tendency of proteins to
be more stable when they have a hydrophobic core.

Turning to the integrative design challenges that are the focus of this chapter,
there are many opportunities there as well, of which we shall discuss several ex-
amples where the application of AI techniques is particularly clear and prominent.
One example is the application of knowledge-based approaches to the design of ge-
netic regulatory networks directly from specifications of behavior. One approach,
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Fig. 4 Biocompiler stiches motifs that compose the high level program, producing an abstract
genetic regulatory network (AGRN). Figure adapted from [5].

used by the Proto BioCompiler [5], is a motif-based technique to design and opti-
mize genetic regulatory network topologies from behavior specifications expressed
in a high-level programming language (Figure 4). One drawback of copy-paste style
programming is a design that is not optimized. This potentially has a high impact
on the viability of the biological circuits as it presents more points of failure (for ex-
ample due to mutation) and puts an unnecessary stress on the host organism, wast-
ing its resources. Interestingly, as shown in BioCompiler, many software compiler
optimization techniques, such as copy propagation and dead code elimination, are
applicable to simplifying an abstract genetic regulatory network (AGRN). Figure 5
demonstrates how the AGRN in Figure 4 can be automatically simplified (it is worth
noting that research in compilers and code optimization has its roots in AI “auto-
matic programming,” compilers having later on evolved into a specialized field of
their own).

Abstract genetic regulatory networks can then be mapped to a fully instantiated
genetic regulatory network by the MatchMaker [80] constraint-based reasoning sys-
tem, forming a complete design ready to be built. Figure 6 outlines the two main
constraint satisfaction problems Matchmaker solves.

Motif-based stitching is also utilized in Cello [56], a descendant tool combining
BioCompiler and MatchMaker functionality with an existing high-level language.
Cello uses Verilog as its description language (Verilog was developed for electronic
design automation). The users of Cello specify a circuit in Verilog along with the
sensors, actuators, and a “user constraints file” that defines the organism, operating
conditions, and gate technology. The Cello software then designs the circuits using
a gate database like MatchMaker, and can simulate performance. The designs Cello
produced were tested and found to produce correct functionality in 45 of 60 circuits
and for 92% of internal output states. A number of other design tools have also been
developed, approaching the design synthesis problem from a variety of perspec-
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Fig. 5 Genetic regulatory networks can be optimized using code optimization techniques adapted
from software compilers. Figure adapted from [5].

tives and all enabled by various forms of knowledge-representation and reasoning
(e.g., [20, 58, 11, 52]).

Another place where AI techniques are likely to be useful is in the identification
of biomarkers for sensing targets. Machine learning techniques have already been
widely applied in systems biology for a variety of applications, such as identifying
relevant biomarkers. Just so, these same techniques may be applied to identifying the
best sensors to incorporate into a synthetic biology circuit. For example, the cancer
detection circuit in [79] uses a set of six miRNA markers identified heuristically by
hand from a large number of potential candidates. Machine learning is ideally suited
for automating such target identification, and can identify such sets of markers more
quickly, more reliably, and likely with better results as well, as demonstrated with
the information-based method presented in [4]. These same techniques are likely
to be useful in a wide range of other similar applications as well, in all of which
machine learning methods applied to design are likely to be valuable in improving
the speed and quality of selection of target sets.

A third opportunity lies in the application of multi-agent systems methods to the
engineering of cell populations. Here, each cell can be viewed as an “agent” (a liv-
ing one) and a collection of cells, such as a colony, biofilm, or tissue, can then be
viewed as a multi-agent system. Much work from the multi-agent community could
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potentially be applied to cells within this framework, though the methods will likely
need to be adapted for the slower diffusion and reaction times typical of cell-to-cell
communication, as well as the very limited number of distinguishable signals cur-
rently readily accessible. For example, the coordinated repressilator developed by
Elowitz [26] is likely to be susceptible to analysis and tuning with such methods.
The spatial nature of cells also lends itself to spatial computing, as explored in [3],
which describes how a high-level spatial computing language may be a good method
for automated design of multicellular systems, such as the Weiss laboratory’s hand-
designed band detector [2]. Figure 7 demonstrates the alignment between the de-
signs, the spatial-computing vs. hand-designed. Furthermore, as synthetic biology
systems become more complex, it will be possible to consider coordinating multi-
ple different sensors and actuators in differentiated roles across systems comprising
large numbers of cells, coordinating to accomplish a task. It is at just such systems
that work from the multi-agent systems community is squarely targeted, particularly
the study of collective and emergent behavior, as observed in [67].

Finally, a number of design tools focus on the engineering of individual parts
using physical models to reason directly in terms of nucleic acid or amino acid
sequences. For example, ribosome interactions with mRNA are controlled by the
partial unfolding of RNA structures, the amount of single-stranded surface area, the
absence of cooperative binding, and the potential for ribosomal sliding. A biophysi-
cal model using first principles of thermodynamics and a four-parameter free energy
model can accurately predict ribosomal translation rates. These calculations have
been built into a tool that uses the model to calculate the RBS translation rate for
a specified RNA sequence [13, 64]. Likewise, in order to understand the biological
properties of protein molecules, it is critical to understand their structure. Compu-
tational methods have been developed to obtain such information. The ROSETTA
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(def band-detector (signal lo hi)		
  (and (> signal lo) 
       (< signal hi)))		
	
(let ((v (diffuse (aTc) 0.8 0.05)))
  (green (band-detect v 0.2 1)))		

High-Level		
Bio-Focused	Language	

Sim
ulate	

Compile	&	Op;mize	

Gene;c	Regulatory	
Network	

Realize	

[Beal	&	Bachrach,	‘08]	 [Weiss]	

Fig. 7 Cells can be seen as spatial computers that execute the same program based on the local
input they receive from their neighbors. Figure adapted from [3].

method for ab initio protein structure prediction uses a Monte Carlo procedure with
an energy function, clustering, heuristics, models, and databases [65]. Both of these
share a property typical of physical models: large numbers of parameters implying a
massive and complex search space, along with many design features and significant
uncertainty as to which are good predictors of ultimate behavior. AI methods for
search and machine learning have been engineered for addressing such challenges
in other spaces, and may prove applicable in this area as well.

3.2 Build: Flexible Protocol Automation

The use of robotics in synthetic biology is appealing because many protocols are
repetitive, error-prone, and time-sensitive. Automation requires more precise de-
scriptions of laboratory protocols than are typically reported at present, but in ex-
change promises to efficiently provide reliable and reproducible results. A number
of efforts have already demonstrated the potential value of automation in the as-
sembly of DNA sequences from standardized biological parts (e.g., [24, 35, 6]).
For example the Assembly Planner [24] algorithm utilizes three different heuristics
to find an assembly sequence that minimizes assembly steps while maximizing the
sharing of intermediate products (Figure 8).

Much current laboratory automation, however, is designed to run a fixed pro-
cedure many times (e.g., analyze many samples using a standard procedure). AI
robotic, planning, and reasoning methods offer the potential to make such automa-
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Fig. 8 Opitmizing binary process of assembling BioBricks by reusing intermediate products.

tion less expensive to employ by increasing the flexibility with which protocols can
be applied and allowing them to be specified in a more lightweight manner and at
a much coarser granularity. Advanced robotic methods can increase the range of
automatable protocols and likelihood of protocol success, while planning and rea-
soning methods allow specification of protocols in terms of goals and requirements
(allowing the automation to fill in the details), rather than an exhaustive specification
of steps to be carried out.

Planning under uncertainty is likely to be highly useful in this area as well. Pro-
tocols for assembly of nucleic acid sequences, culturing of cells, and transforma-
tion/transfection all contain several complex actions than depend on each other
causally, and have temporal and resource constraints as well as actions that can
be carried on concurrently. Many of these actions also have non-deterministic out-
comes, either inherent to the protocol or due to the many vicissitudes of laboratory
execution. Furthermore, there are often several alternative ways to achieve each step,
some of which are already standard protocols, while some are cultural to particu-
lar laboratories. Although difficult, planning and optimization of such processes are
well understood problems with many available methods to address them in the AI
community.

A different planning problem arises for automatic assembly robots. These robots
have limited real estate in terms of placing plates of cells and allocation of reaction
wells. While a human executing an assembly protocol is often comfortable (rightly
or wrongly) with ad-hoc allocation, a robot has to plan where each sub-product is
going to be put, and augment the protocol steps with actions to place and pick up
the right samples. Planning for robotic assembly produces scripts that then be fed
into the robot for unsupervised execution.

Systems targeted at such automation include [72, 43, 49, 69, 70]. For example,
Puppeteer [72] consists of two components, a planner and a compiler, for automating
the process of DNA assembly. It is a web-based tool that generates assembly instruc-
tions and can track, manage, and control laboratory tasks, reagents, and equipment.
Puppeteer operates in two stages, as shown in Figure 9, first planning for assem-
bly steps, then executing resource allocation, such as assigning plates and wells to
intermediate products. This system generates both human- and machine-readable in-
structions that optimize the use of capacity-limited resources, using a intermediate
language called the Common Human Robot Instruction Set (CHRIS). The compiler
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Fig. 9 Puppeteer plans for assembly steps while simultaneously solving the resource allocation
and referencing problem.

in Puppeteer can then compile CHRIS into low-level instructions for either a human
or a laboratory robot.

Another notable example is Aquarium [43], which uses strongly typed opera-
tions that can be composed into workflows that can be specified using the Aquarium
Workflow Language (AWL). Aquarium workflows are executed by lab technicians,
essentially allowing researchers to specify experiments to run, have lab technicians
precisely execute the protocols, and then return results back to the researcher. While
the automation is performed by humans not robots, the planning challenge is much
the same and the procedures are repeatable. Aquarium also performs backtracking
that can produce a plan that achieves a specified goal.

Other languages are more directly automation focused, such as Autoprotocol
[70], a formal language for specifying experimental protocols that is intended to ad-
dress both automation challenges and reproducibility issues in biological research.
It requires specifying all the parameters necessary for an operation to remove am-
biguity. Autoprotocol is less of a planning system or language, however, and more
a knowledge representation for encoding protocols. At a higher level, Antha [69]
is a programming language to provide biologists a flexible interface to lab automa-
tion and analytics. The goal is to abstract away the details of, for example, par-
ticular liquid handling robots, automating experiments and freeing up the skilled
experts to provide insights and use their time more productively. Antha leverages
machine learning techniques to understand complex systems, including the use of
active learning techniques. As can be seen, a variety of different AI techniques can
be applied to address different aspects of the automation challenge.

3.3 Test: Assay Interpretation and Modeling

The final stage of the core workflow, testing, poses clear parallels to systems biol-
ogy and bioinformatics, where AI techniques, particularly machine learning, have
already proven themselves quite useful. Here the challenges are more focused on
interpretation of data, particularly in the areas of:
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• disentangling the multifarious different aspects of stochasticity in delivery, cel-
lular systems, and observation from one another,

• coping with the potentially massive volumes of data that can be produced by
high-throughput assays, and

• integration of many different results from qualitatively different experiments and
assays.

A wide variety of AI techniques, including machine learning, model construction,
qualitative reasoning, and automated hypothesis generation, are likely to be appli-
cable here, and to aid in the feedback from assay results to model adjustments to the
next iteration of design.

For example, the Empirical Quantitative Incremental Prediction (EQuIP) [21]
method accurately predicts genetic regulatory network behavior from detailed char-
acterizations of individual genetic components. EQuIP utilizes learned models to
predict the performance of the composite circuit. The stages of EQuIP from data
gathering to predictions are as follows: 1) Calibrated experimental observation of
the behavior of regulatory and constitutive elements in cells (top-left Figure 10).
2) Data, factoring in circuit copy number, is used to build rate functions for time-
dependent regulated production and for loss of protein concentration, which can be
mathematically integrated for computational simulation (bottom-left Figure 10). 3)
The behavior of a biological circuit is predicted by linking production functions for
each regulatory relation and loss functions for each relevant protein, according to
circuit topology, then simulating concentrations over time according to the network
of rate functions (right Figure 10).
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Fig. 10 Predictive engineering of a cascade using EQuIP. Figure adapted from [21]

Learning can also be taken yet further into active design of experiments: one
extreme prototype eliminates humans entirely [42], but pragmatically the impact is
more likely to come from assistive interfaces where the human and machine work
together to apply the interpretation of test results.
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3.4 Laboratory Management and Optimization

Tight resource constraints in shared laboratory space and equipment is another
source of difficult conflicts, and where effective solutions can be explored as an
application of AI techniques for heuristic search, optimization, and planning under
uncertainty. For example, before even starting an experiment, a graduate student
may have to schedule time on high-demand assay instruments such as flow cytome-
ters, so that the instrument will be available when the samples need to be evaluated.
This involves guessing times for build and test protocols, and often results in inef-
ficient conservative scheduling of longer instrument times than necessary. Reagents
and other materials also often have considerable costs, and must be managed care-
fully and ordered at appropriate times, particularly given the propensity of some to
degrade or their requirements for special storage environments with limited avail-
ability. Combined with automation of the build stage of the workflow, this may
also allow scheduling of protocols such that shared laboratory equipment would be
optimally used, as well as eliminating late-night operation of equipment by sleep-
deprived humans. A number of existing laboratory information management sys-
tems (LIMS) products already attempt to support this, but typically provide only
shallow automation and require a high degree of micromanagement by their users;
next-generation systems such as Organick [16], Diva [17], and Puppeteer [72] make
more explicit use of AI planning and reasoning techniques to enable a higher degree
of automation, but are still just scratching the surface of what is possible.

Finally, further optimization may be possible if experiments are jointly planned,
such that they can benefit from sharing complete or intermediate build stage prod-
ucts. For example, if two projects are building DNA sequences that contain a shared
sub-construct, coordinating the build process can ensure that it is produced only
once, then used in the production of both final products, as has been demonstrated
in [24].

4 Knowledge Representation, Integration, and Workflows

While AI techniques are likely to lead to significant improvements from individ-
ual tools focused on specific sub-problems in organism engineering, the history of
AI-assisted automation in other engineering areas suggests that the largest impact is
likely to come from workflow-based approaches that integrate many small improve-
ments across multiple different tools, both for individual practitioners and including
the exchange of information between different practitioners and organizations.

For example, in both electromechanical systems engineering and integrated cir-
cuit design, standard formats for the exchange of design specifications help to sup-
port a complex ecosystem of computer aided design (CAD) tools, vendor-supplied
libraries providing packaged subsystems, tools for analysis, simulation, and opti-
mization specialized for particular physics or application domains, and the factor-
ing and outsourcing of manufacturing and production across many organizations
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and facilities. Similarly, software engineering has also been radically transformed
over the past half century by the development of a highly integrated and diverse
network of automation tools, including high-level languages and compilers, library
linking, optimization methods, cross-system compilation and maintenance, depen-
dency management, automation-assisted code integration, testing automation, and
assistive development environments. AI techniques for knowledge representation
have been a critical enabling technology in these other domains, and are likely to be
for addressing these challenges in synthetic biology as well.

Knowledge representation focuses generally on the organization of informa-
tion about the world into a form suitable for machine reasoning. Commonly used
formalisms for knowledge representation include logical predicates, semantic net-
works, frame representations, rules, and ontologies. Used within a tool, these can
form the structures over which the tool operates using either domain-general knowl-
edge (e.g., rules of logical inference) or domain-specific knowledge (e.g., DNA se-
quence design heuristics). Knowledge representations also provide a framework for
eliciting information from human engineers, organizing presentation of information
back to humans, and for exchange of information between tools. Critically, knowl-
edge representations often explicitly offer support for representing uncertainty, un-
resolved decisions, and contradictions, allowing tools to represent not only complete
and correct information but also partially resolved problems in need of attention and
assistance from humans or other tools.

With regards to this latter case, knowledge representation is often confused with
two related classes of artifact, file formats and application programming interfaces
(APIs). These are best viewed, however, as artifacts that help to realize a knowl-
edge representation. A file format is just a particular way of serializing a knowledge
representation, and an API just a particular collection of operators for manipulating
a knowledge representation. Viewed from a knowledge representation perspective,
there can potentially be many such artifacts all supporting the same representation.
Furthermore, the knowledge representation community has developed generalized
file formats such as JSON and RDF, along with accompanying software libraries
presenting generalized APIs, which can be used to support a wide range of infor-
mation and interactions with little or no customization. This, in turn, makes it much
easier to incrementally develop and improve representations, tools, and workflows.
Such methods are already extremely widespread in business-to-business integration
in the commercial world, and the generalized technologies developed there are likely
to apply just as well to synthetic biology as they do to the wide diversity of other
tasks where they are already applied.

The synthetic biology community has already been working on developing stan-
dards for representation and interchange in a number of areas. One, described above
in Section 3.2, is the specification of protocols, which supports not just automation
but also interchange between organizations. More recently, some work in this area
has in fact begun to focus explicitly on cross-organization integration and planning
of experiments [14]. Other important areas of focus include ontologies, design spec-
ifications, composable models, and integration across workflows.
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The biology community has long made use of ontologies, which allow system-
atic cataloging and reasoning over the relationships of biological entities. Some of
these ontologies are more focused on taxonomic organization of classes of entities
and relationships, such as the sequence ontology [25], which provides a taxonomy
of nucleic acid constructs such as promoters and coding sequences, or BioPAX [23],
which provides a language for description of biochemical pathways. Others are
more focused on producing a systematic catalog of objects of interest such as small
molecules [22], proteins [71], or pathways [38]. The power of such ontologies are
further enhanced when they are organized and linked together, as in the EDAM
meta-ontology [37] and the Ontobee linked data servers [78].

TetR GFP
pTet

aTcaTc detector GFP reporter
GFPTetR

Fig. 11 The Synthetic Biology Open Language (SBOL) [30, 62] represents both structure and
function of biological designs, as shown in this example of a system comprising two modules
(dashed lines): in the left module, aTc de-represses the pTet promoter by repressing the TetR
protein, which regulates the GFP-producing right module (image presented using SBOL Visual
diagram language [18]).

Building upon these, the Synthetic Biology Open Language (SBOL) [30, 29, 62,
19] provides a means of describing biological designs in terms of both their structure
(e.g., nucleic acids or protein sequence) and their function (e.g., genetic production
and regulatory interactions). This standard has been developed by an open commu-
nity comprising researchers from both “wet” and “dry” disciplines, based on the AI
techniques of semantic network representations and ontology construction. Using
these techniques allows the standard to unambiguously define and identify elements
of a biological design, as well as to support systematic integration of components
into complex systems and combinatorial libraries. Using semantic networks also
allows users and tools to create custom extensions of the standard that are still com-
patible with tools that are unaware of those extensions, thus providing a smooth path
for improvement of representations over time. Presentation of knowledge is also an
important ingredient of knowledge representation, and the SBOL community has
accordingly also produced a complementary SBOL Visual standard for visual rep-
resentation (Figure 11) of designs [59, 18], which both extends and is compatible
with the prior Systems Biology Graphical Notation [46]. Complementary to these
(and able to be linked to them) are modeling representations such as the Systems
Biology Markup Language (SBML) [28], which is designed to represent biological
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reactions, processes, and pathways in a composable framework, and SED-ML [73],
which is designed for reproducibly recording biological simulations.
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Fig. 12 SBOL 2.2 [19] supports integration of design, build, test, and model information through
all different stages of organism engineering workflows (image from [1]).

More recently, work on representations has also begun to address the challenge
of integrating across all of these different stages of engineering workflows. The re-
cently completed SBOL 2.2 standard [19] addresses this with the aid of the PROV-O
provenance ontology [47], which supports encoding of the history and derivation of
information, as well as the agents and activities acting to create that information.
Through this, SBOL 2.2 supports integration of information through all different
stages of organism engineering: design information is linked to the physical sam-
ples that instantiate those designs, which are in turn linked to the experimental data
collected from those samples, and onward to models derived from that information
and to new designs, all the way around the design-build-test loop (Figure 12). Along
the way, information about tools and protocols (e.g., as discussed in Section 3.2) can
be attached through activity representations, potentially linking all of the metadata
associated with an engineering effort.

Curation systems can then leverage such representations to provide a single in-
tegration point for both users and software tools, thereby supporting flexible en-
gineering workflows and reducing the friction between researcher, software tools,
and community. One such curation tool is the Joint BioEnergy Institute Inventory of
Composable Elements (JBEI-ICE) [33], an open source registry platform for man-
aging information about biological parts. It can store information about plasmids
and DNA parts in many formats, and provides both a web-based interface and an
API. The API allows JBEI-ICE instances to be connected, and enables connections
to and from other tools. JBEI-ICE enables advanced searches as well as connections
to other tools such as BLAST, and allows export/import of sequence data in different
formats, e.g., GenBank or SBOL. Its complement, also developed by JBEI, is the
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Experimental Data Depot (EDD) [54], which aims to provide similar facilities for
experimental data. Another curation tool, this one providing an all-in-one interface
to both designs and experimental data, is SynBioHub [53], an open-source design
repository built on the SBOL Stack functionality [51]. SynBioHub also provides
both a web-based interface and an API for searching and sharing designs, translat-
ing between data formats, and federating across different repositories including the
iGEM repository, JBEI-ICE, and instances of SynBioHub.

5 Challenges

So far, our discussion has focused primarily on the potential opportunities and ben-
efits in applying AI techniques to benefit synthetic biology organism engineering.
In all of the areas discussed, however, work is at a relatively early stage of devel-
opment, and realizing the anticipated benefits requires much additional work. In
particular, a number of key challenges exist that are likely to be encountered in pur-
suit of these applications, and which must be addressed in order to fully realize the
potential from the synthesis of these two fields.

5.1 Curation and Comparable Data

AI methods, for all their power, are strongly limited by the quality of the information
with which they are supplied. In order to be available for AI methods to be applied
to, the artifacts of engineering, such as designs, protocols, and experimental data,
must be tracked and organized in a manner susceptible to machine interpretation,
rather than being kept in lab notebooks or ad hoc files and formats. Likewise, many
forms of experimental data are currently most often taken in arbitrary or relative
units, which cannot be directly compared between laboratories or even between ex-
periments within a single laboratory. Even powerful modern machine learning and
inference methods are no panacea for these basic challenges of curation and metrol-
ogy: while they may be able to help “clean” poorly calibrated or organized data
to some degree, doing so injects additional degrees of freedom that decrease the
amount that can be learned or inferred with regards to the biology. AI techniques
can help to simplify the processes of curation, by making more of this task implicit
and a natural part of engineering workflows, but practitioners must still choose to
invest in and deploy such infrastructure. Likewise, recent results have shown that
reproducible calibration of measurements such as fluorescence is much more pos-
sible and valuable than has often been assumed [39, 36, 10, 9], but most published
studies still use arbitrary or relative units.
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5.2 Difficulty in Capturing Expert Knowledge

Many of the potential AI contributions discussed above depend critically on cap-
turing the knowledge of experts in the form of rules, constraints, or representations.
This is generally quite difficult to do, however, because much of the knowledge held
by experts is not actually explicitly written down anywhere, or is documented in a
way that counts on a human reader to make “common sense” assumptions and fill in
gaps in the explicitly represented knowledge. Other forms of expertise, particularly
in complex physical processes, are transmitted more through apprenticeship than
explicit communication. It is reasonable to expect that this will hold for synthetic
biology as well, and that one of the key challenges in applying AI techniques to the
field will be obtaining and encoding the knowledge held by experts. This can be
done either directly (e.g., by having knowledge engineering experts engage in dis-
cussions and conduct interviews with synthetic biology practitioners) or implicitly
(e.g., by data mining of activity traces of synthetic biology practitioners working in
the laboratory that have been captured by cameras, personal electronics, or instru-
ment logs), but in either case may be expected to require investment and cooperation
from both synthetic biology experts and AI experts.

5.3 Structural Barriers to Knowledge Exchange

Even given the technical capability to capture expert knowledge in engineering
tools, designers may not be able to access or share this knowledge due to cul-
tural, organizational, or legal barriers. Many aspects of organism engineering and
an organization’s engineering workflow may be considered proprietary, depend on
closed systems that are not designed for integration with automation processes, or
may be subject to intellectual property claims, all of which can pose significant
non-technical obstacles to the application of AI techniques in aid of synthetic bi-
ology goals. In computer science, these types of barriers have been mitigated by
strong movements in both the scientific and business communities that promote
open exchange of knowledge, systems, and methods, and these movements are
often credited as an important enabling factor for the rapid advancement of the
information economy (e.g., [77, 45]). Similar community organization and estab-
lishment of standards and practices that promote open information flow and the
exchange of systems and methods will likely be valuable for synthetic biology. Ex-
isting efforts include conferences, organizations, and standards groups, e.g., the In-
ternational Workshop on Bio-Design Automation (IWBDA), the Synthetic Biology:
Engineering, Evolution & Design (SEED) conference, the Bio-Design Automation
Consortium (BDAC), the Synthetic Biology Open Language (SBOL) standards de-
velopment group, the BioBricks Foundation (BBF), and the International Geneti-
cally Engineered Machine competition (iGEM).
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5.4 Gaps in Scientific Knowledge

Because biological organisms are so complex, and so many critical pieces of infor-
mation are unknown, another barrier likely to be encountered is gaps in the scientific
knowledge underlying practices in organism engineering. AI techniques can only
produce effective improvement or automation of processes carried out by humans if
the processes are fairly well understood in the first place. While this is potentially a
serious limitation in some areas, recent results in improving the modeling and pre-
dictability of composition in synthetic biology systems (e.g., [50, 55, 21, 7]), give
evidence that at least some areas of organism engineering appear to be at a sufficient
level of maturity to support application of AI techniques.

5.5 Rapidly Advancing Knowledge and Methods

The continuing rapid advancement in both knowledge and methods also poses the
threat that specific AI-enabled methods will be rapidly rendered obsolete. For ex-
ample, there is ongoing rapid evolution of both DNA synthesis and protocols for
assembling DNA fragments into large systems, so any planning technique designed
for a specific protocol is likely to have only a short period of relevance. Impactful
AI applications will thus most likely need to focus not on specific methods, but in-
stead on providing somewhat more general frameworks for the rapid capture and
automation of methods.

5.6 Cost of Adoption vs. Rapid Advance

Finally, adopting new technologies always has a cost in time and energy. No mat-
ter how inefficient an existing workflow, switching to a new workflow will always
involve a transition period in which the new workflow is integrated with systems,
retraining is ongoing, etc. In a rapidly advancing field, this can pose a significant
barrier to adoption of new technologies, since substantial process improvements
can also be realized simply by waiting for the next improvement in the underlying
technological substrate: for example, in the computer world, many promising ar-
chitectural improvements have been sidelined by the ongoing frequently doublings
of processor capabilities. Since most laboratories already have complex and highly
customized processes in place, adoption barriers are likely to be a significant chal-
lenge for synthetic biology as well. The three main paths to overcoming this chal-
lenge are: 1) adoption in new “clean build” environments without an established
workflow, as is already happening in a number of synthetic biology startup com-
panies, 2) emergence of significant pain-points that cannot be overcome simply by
waiting, and 3) realization of large enough benefits to overcome adoption cost, even
in a rapidly advancing environment.
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6 Conclusion

This chapter identifies a number of key opportunities where the application of AI
methods may enable significant improvements in the engineering of biological or-
ganisms. The general theme of these contributions is management of complexity, by
automation of more “routine” processes, streamlined integration of new knowledge
and methods, and reduction of friction in interactions both within a laboratory and
between organizations.

From an AI perspective, there are many interesting problems for application, par-
ticularly given the massive scope and complexity of biological organisms and the
problems encountered in their engineering. Complementarily, from a biology per-
spective, there are many potentially large benefits from integration of AI techniques.
Realizing these benefits is likely to require tight collaboration between practition-
ers of both disciplines. It is also critical to improve awareness and training in both
disciplines, as currently most synthetic biologists have had little exposure or train-
ing regarding AI methods and so do not appreciate their potential, while most AI
researchers have at best a shallow understanding of the problems faced by syn-
thetic biologists and little understanding of where and how AI methods might be
effectively applied in this domain. We thus strongly recommend that practitioners
interested in realizing these benefits seek out complementary colleagues. As the
synthetic biology and AI communities continue to grow in their recognition of what
they have to offer one another, we have every confidence that the potential benefits
of synthesis between these two disciplines can be realized.
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