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Abstract—Self-stabilizing (asymptotically stable) information spreading algorithms are an important building block of many distributed systems featuring in Aggregate Computing, but the dynamics of their convergence has largely remained elusive, except in a special case of a distance finding variant known as the Adaptive Bellman-Ford (ABF) Algorithm. As a how they behave in interconnections involving other building blocks, it is important to develop a framework to demonstrate their robust stability. This paper addresses this shortcoming by analyzing a very general block of which ABF is a special case. It provides a proof of global uniform asymptotic stability and ultimate bounds on the state error in face of persistent perturbations.

I. INTRODUCTION

Recent years have witnessed the emergence of complex networked distributed systems involving compositions of numerous physical and logical systems that may themselves be distributed. Understanding their dynamics, stability and reliability are of paramount importance. Accordingly the controls literature has witnessed significant research on the stability of networked control systems, e.g. [2] - [6].

This paper on its part is concerned with a complementary set of new challenges posed by the analysis and design of systems that enable the dispersion of services to local devices as in smart cities, tactical information sharing, personal and home area networks, and the Internet of Things (IoT) [9]. Realizing the potential of these domains requires devices to safely and seamlessly collaborate with neighboring devices through low latency peer to peer communications, often in feedback loops, with individual blocks independently subjected to perturbations due to mobility, uncertainty and noise. These systems are open, i.e. are expected to support an unbounded and rapidly evolving collection of distributed services. Their analysis requires a framework for analyzing the composition of distributed services, to guide service engineering and support run time monitoring and management of complex compositions of dispersed services.

The emerging field of aggregate computing is conceived to address the ensuing challenges. Aggregate computing views the basic computing unit as a physical region comprising a groups of interacting computing devices, rather than an individual physical device [9]. Much like the OSI model for communication networks, [9] abstracts the system into different layers by factoring distributed system design into separate tasks of device-level communication and discovery, coherence between collective and local operations, resilience, and programmability. In particular, [7] and [8], show that a broad class of dispersed services are captured by the interaction between three types of building block distributed algorithms: (i) $G$-blocks that spread information through a network of devices, (ii) $C$-blocks that summarize salient information about the network to be used by interacting units, and (iii) $T$-blocks that maintain temporary state. While the dynamics of these basis set systems appear amenable to effective composition [10]–[12], the formal analysis of each of these blocks has been limited to demonstrating self-stabilization, which lacks the explicit notion of robustness inherent to such concepts in the stability theory literature as uniform asymptotic stability, [1].

As a first step towards understanding the stability of possibly feedback interconnection of aggregate computing blocks one must study them individually to see whether their behavior is robust to perturbations. At the minimum this in turn requires their uniform asymptotic stability without perturbations. This is so as the uniform asymptotic stability of unperturbed systems permits them to be well behaved under modest perturbations, [15]–[18]. Beyond that, finding ultimate bounds in the face of perturbations, would permit the use of sophisticated refinements, [22], of the small gain theorem, [1], to help establish closed loop stability.

Indeed in [24] and [25] we have conducted such an analysis of a very special $G$-block: The Adaptive Bellman-Ford (ABF) algorithm, which is an adaptive version of the classical Bellman-Ford algorithm, [19], [20]. The ABF adaptively finds the distance of nodes in a network from a set of sources. In this paper we look at a much more general variant of the $G$-block, [23]. This general $G$-block accommodates non-Euclidean distance metrics, as for example those that discourage certain routes, permits implementing broadcast where each source broadcasts a stored value to nodes nearest to it, and other features, some of which are described in Section II.

After introducing the algorithm in Section II we provide a stability theoretic proof of its global uniform asymptotic convergence in Section III. This proof is much more nontrivial as compared to the analysis for ABF, in [24] and [25]. For starters ABF assumes that all source states, representing the distance from the set of sources, are held at zero. There is a comparable set of nodes in the general algorithm, but the states of these nodes may not converge to these values. In fact unlike ABF one cannot even a priori assume the existence of stationary points: Rather it emerges as a byproduct of a proof. While for ABF we were able to find a simple non-
increasing Lyapunov function, none such is readily available for this analysis. There is a simple Lyapunov function that is nonincreasing but only after a certain time. Despite this fact, with an additional Lipschitz condition on the update kernel we are able to establish ultimate bounds on the state error under persistent perturbations, in Section IV. Section V gives several simulations. Section VI concludes.

II. A GENERAL SPREADING BLOCK

We consider an undirected graph, \( G \) with node set \( V = \{1, 2, \ldots, N\} \). Nodes \( i \) and \( k \) are neighbors if they share an edge. The set of neighbors of \( i \), will be denoted by \( N(i) \). In this section we present one of the two versions of the general spreading or \( G \)-block enunciated in [23]. As the formulation in [23] uses language from field calculus which most control theorists are unfamiliar with, we translate the formulation in [23] to notation and framework that are more standard for the control setup.

Suppose the desired state at the \( i \)th node is \( x_i \). Then in the \( t \)th iteration its estimate \( \hat{x}_i(t) \) obeys

\[
\hat{x}_i(t + 1) = \min \left\{ \min_{k \in N(i)} \left\{ f(\hat{x}_k(t), e_{ik}) \right\}, s_i \right\}, \forall t \geq t_0. \quad (1)
\]

The \( e_{ik} \) define the structural aspects of \( G \); e.g. they may be the edge lengths between neighbors; \( s_i \) is the maximum value that \( \hat{x}_i(t) \) can acquire. For some they are infinity. Define

\[
S^* = \{ i \in V | s_i < \infty \}. \quad (2)
\]

The following assumption holds.

**Assumption 1.** The underlying graph is connected. All \( s_i \geq s_{\text{min}} \geq 0, e_{ik} = e_{ki} \geq \epsilon > 0, S^* \) defined in (2) is nonempty and \( S^* \neq V \). Further \( f(a, b) \) obeys for some \( \delta > 0,\)

\[
f(a, b) > a + \delta, \quad (3)
\]

\[
f(a_1, b) \geq f(a_2, b), \text{ if } a_1 \geq a_2. \quad (4)
\]

and is finite for all finite \( a, b \).

Note (3) makes \( f(a, b) \) progressive in \( a \), while (4), makes it monotonic in \( a \). The definition of progressive is stronger than that in [23], which only requires that \( f(a, b) > a \). This is so as [23] is only concerned with self-stabilization, which unlike asymptotic stability does not have the notion of robustness attached to it. By contrast we are concerned with robust behavior and thus require this strengthened condition. While no such conditions are imposed on with respect to \( b \) for the convergence analysis in Section III they are needed in Section IV, where ultimate bounds under perturbations are provided. The stationary point \( x = [x_1, \ldots, x_N]^T \) of (1) obeys:

\[
x_i = \min \left\{ \min_{k \in N(i)} \left\{ f(x_k, e_{ik}) \right\}, s_i \right\}, \forall i \in V. \quad (5)
\]

The existence of this stationary point will emerge as a byproduct of our convergence proof. We make a few definitions one of which assumes the existence of the stationary points.

**Definition 1.** If in (5), \( x_i = s_i \), then we say that \( i \) is its own true constraining node. Otherwise, the minimizing \( k \) in (5) is a true constraining node of \( i \). As \( i \) may have more than one true constraining node, its set of true constraining nodes is designated as \( C(i) \). Similarly, if in (1), \( \hat{x}_i(t) = s_i \), then we say that \( i \) is its constraining node at time \( t \). Otherwise, the minimizing \( k \) in (1) is a constraining node of \( i \) at time \( t \). As \( i \) may have more than one constraining node, its set of true constraining nodes at time \( t \) is designated as \( C(i, t) \).

We now provide some examples of (1). The first and simplest is the Adaptive Bellman-Ford (ABF) algorithm a variant of the classical Bellman-Ford algorithm, [19], [20], for finding the Euclidean distance of nodes from a set of source nodes \( S \). In particular with \( \hat{d}_k(t) \) the estimated distance of the \( k \)-th node from a set of sources \( S \), ABF proceeds as

\[
\hat{d}_i(t + 1) = \begin{cases} 
\min_{j \in N(i)} \left\{ \hat{d}_j(t) + e_{ij} \right\} & i \notin S \\
0 & i \in S \end{cases}, \quad (6)
\]

where \( e_{ij} > \epsilon > 0 \) is the edge length between nodes \( i \) and \( j \). Observe (6) is a special case of (1): \( f(a, b) = a + b > a \), \( \hat{d}_i = \hat{x}_i, s_i = 0 \) if \( i \in S \) and \( s_i = \infty \) for all \( i \notin S \). Unlike the classical Bellman-Ford algorithm, ABF does not require that \( d_i(t_0) \) at the initial time be no smaller than its true value \( d_i \). It also accommodates multiple sources that the classical algorithm does not. We observe that we have analyzed ABF in a Lyapunov framework in [24] and [25]. The latter reference also provides ultimate error bounds under perturbations. The generalizations provided here are nontrivially different as unlike ABF, in (1), \( f \) is permitted to be nonlinear.

Observe (1) generalizes (6) in several ways. First, it permits non-Euclidean distance measures. For example, the length of a path might be quantified not by distance but by time to traverse, modulated by traffic, speed limits, intersections, etc. Other measures move further away from typical notions of distance: for example, metrics for the cumulative exposure to a space-filling hazard such as radiation or hostile action.

Second, in ABF \( s_i = 0, \forall i \in S^* \). In contrast, in (1) the finite \( s_i \) may be nonzero, and in the stationary state values of these nodes need not equal \( s_i \) and may in fact be smaller. For example, the set of finite \( s_i \) might be exfiltration points from a tactical network, with values equal to the time needed to transmit information back to a supporting cloud environment. In this scenario, a fast link through an airborne asset would have a low \( s_i \) value, while a slow link through a satellite would have a high \( s_i \) value, causing exfiltration to route through the airborne asset when it is nearby, but shift to the backup satellite link when that high-speed link is not available.

Finally, (1) accommodates computations besides distance-like fields, such as broadcast, where each device takes on the most recent value held by the source nearest to it. This is accomplished by using a pair rather than a single value for the state \( x_i \), where the first element of the pair a distance metric as before, but where the second element is an arbitrary state. Using a lexicographic ordering over pairs, each device then takes its second pair value as an arbitrary computation on the second pair value held by its current constraining node. Broadcast is the simplest such function, which uses the identity function for the second pair value, that is carried outward from each source along shortest paths.
III. CONVERGENCE WITHOUT PERTURBATIONS

We now analyze the convergence of (1) without perturbations, i.e. when the $e_{ik}$, the edge set, and $s_i$ do not change, and when Assumption 1 holds. A key difference between this analysis and that for ABF in [24] and [25] is that in these references, the linearity of $f(\cdot, \cdot)$ permits a formulation of a Lyapunov function. The very general nature of $f(\cdot, \cdot)$ here makes finding this Lyapunov function harder. This is particularly exacerbated by the fact that unlike ABF one cannot even a priori assume the existence of stationary points let alone their uniqueness. This is so even when like ABF $f(a, b) = a + b$, but members of $S^*$ defined in (2) may have nonzero $s_i$ values. Instead we first prove convergence exploiting purely the structure of (1), thus implicitly proving the existence of a stationary point.

Define two time varying sets. The first at time $t$ comprises nodes in $S^*$ that acquire their maximum values $s_i$, i.e.

$$S(t) = \{ i \in S^* | \hat{x}_i(t) = s_i \}. \quad (7)$$

The second set $U(t)$ requires a recursive definition below.

**Definition 2.**

$$U(t_0 - 1) = \phi. \quad (8)$$

Further, $U(t + 1) = S(t + 1) \cup R(t + 1)$ where $R(t + 1)$ comprises nodes constrained at $t$ by a member of $U(t)$.

For our first lemma we define a function that will prove is strictly increasing while the set $U(t) \neq V$:

$$\hat{x}_{\min}(t) = \min_{j \in U(t)} \{ \tilde{x}_j(t) \}. \quad (9)$$

**Lemma 1.** Consider (1), with $U(t)$ and $\hat{x}_{\min}(t)$ in Definition 2 and (9), respectively, and Assumption 1 in force. Then for all $\hat{x}(t_0) \geq 0$ the following holds while the set $U(t) \neq V$:

$$\hat{x}_{\min}(t + 1) > \hat{x}_{\min}(t). \quad (10)$$

**Proof.** Suppose for some $k \notin U(t + 1)$, $\hat{x}_{\min}(t + 1) = \hat{x}_k(t + 1)$. Consider any $j \in \mathcal{C}(k, t)$. To establish a contradiction, suppose $j = k$. Then from Definition 1, $\hat{x}_j(t + 1) = s_k$ i.e. from (7), $k \in S(t + 1) \subset U(t + 1)$ leading to a contradiction. Thus $j \neq k$. As $k \notin U(t + 1)$, by Definition 2, $j \notin U(t)$.

Then

$$\hat{x}_{\min}(t + 1) = \hat{x}_k(t + 1) = f(\tilde{x}_j(t), e_{kj}) > \tilde{x}_j(t) + \delta > \hat{x}_{\min}(t),$$

where the last inequality follows from (9) and the fact that $j \notin U(t)$. \hfill \Box

The next lemma proves that at least one member of $S^*$ must converge to its maximum value. To this end define

$$s_{\min} = \min_{j \in S^*} \{ s_j \}. \quad (11)$$

**Lemma 2.** Under the conditions of Lemma 1, suppose for some $i \in S^*$, $s_{\min}$ in (11) equals $s_i$. Define

$$\bar{x}(t) = \min_{j \in V} \{ \tilde{x}_j(t) \}. \quad (12)$$

Then either

$$\bar{x}(t) = \hat{x}_i(t) = s_i \quad (13)$$

or

$$\bar{x}(t + 1) \geq \bar{x}(t) + \delta. \quad (14)$$

Further there exist a $T \geq t_0$, such that for all $t \geq T$, $\hat{x}_i(t) = s_i$.

**Proof.** Proving that either (13) or (14) holds will prove the lemma. Suppose (14) is violated. Then from the progressive property in (3), for some $j \in S^*$

$$\bar{x}(t + 1) = s_j = \hat{x}_j(t + 1) = s_j = \bar{x}(t) \geq s_i \geq \hat{x}_i(t).$$

Thus unless (13) holds (14) must hold. As $s_i$ is the maximum value of $\hat{x}_i(t)$, the result follows. \hfill \Box

As will be evident in the sequel this will be important in the characterization of stationary points. Observe also that this lemma states that at least one member of $S^*$ converges to its maximum value in a finite time, and does not preclude others from doing so. Further this also proves that all states are bounded.

**Lemma 3.** Under the conditions of Lemma 1 there exists an $M$, dependent on the initial states $\hat{x}_i(t_0) \geq 0$ such that for all $t \geq t_0$ and all $i \in V$, $|\hat{x}_i(t)| < M$.

**Proof.** From Lemma 2 there exist $T$ and $i \in S^*$ such that for all $t \geq T$, $\hat{x}_i(t) = s_i$. Since $f(\cdot, \cdot)$ is finite for finite arguments, (1) cannot have finite escape time i.e. all states are finite at $t = T$. As the graph is connected there is a path from $i$ to every node in the graph. Consider any $k \in N(i)$. Then from (1) for all $t \geq T$

$$\hat{x}_k(t + 1) \leq f(s_i, e_{ik}). \quad (15)$$

Continuing in this vein all nodes are bounded. \hfill \Box

In view of Lemma 1 this immediately yields the following result:

**Lemma 4.** Under the conditions of Lemma 1 there is a $T_1$ such that for all $t \geq T_1$, $U(t) = V$.

We will now prove that for all $t > T_1$ defined in (4), all states are nonincreasing. This in particular proves that should $x_i$ that satisfy (5) exist then

$$\hat{x}_i(t) \geq x_i, \forall i \in V, t \geq T_1. \quad (16)$$

**Theorem 1.** With $T_1$ as in Lemma 4, the following holds.

$$\hat{x}_i(t + 1) \leq \hat{x}_i(t), \forall i \in V, t \geq T_1. \quad (17)$$

**Proof.** There exists an $n \geq 0$ such that $U(T_1 - n - 1) = \phi$, but $U(t)$ is nonempty for all $t \in \{T_1 - n, T_1 - n + 1, \ldots, T_1\}$.

From Definition 2,

$$U(T_1 - n) = S(T_1 - n) \neq \phi. \quad (17)$$

Now consider any $i_0 \in U(T_1)$. Then by Definition 2, there is a sequence of nodes $i_k \in U(T_1 - k), k \in \{1, \ldots, n\}$ such that $i_k \in \mathcal{C}(i_{k-1}, T_1 - k)$. We now assert that for all $k \in \{1, \ldots, n\}$

$$\hat{x}_{i_k}(t) \leq \hat{x}_{i_k}(T_1 - k), \forall t \geq T_1 - k. \quad (18)$$
We will prove (18) by induction on $k$. From (17), $i_n \in S(T_1 - n)$. By definition of $S(t)$ in (7), $\hat{x}_{i_n}(T_1 - n)$ has its maximum value $s_{i_n}$. Thus the result holds for $k = n$. Now suppose it holds for all $l \in \{k, \ldots, n\}$, $k > 0$. As $i_k \in \mathcal{C}(i_{k-1}, T_1 - k)$, it follows that $i_k \in \mathcal{N}(i_{k-1})$. Then from (3), (4) and (1), for any $t \geq T_1 - k + 1$, there holds
\[
\hat{x}_{i_{k-1}}(t) = \min \left\{ \min_{j \in \mathcal{N}(i_{k-1})} \left\{ f \left( x_j(t-1), e_{i_{k-1},j} \right) \right\}, s_{i_{k-1}} \right\} 
\leq \min \left\{ f \left( x_{i_k}(T_1 - k), e_{i_{k-1},i_k} \right), s_{i_{k-1}} \right\} 
\leq \min \left\{ f \left( x_{i_k}(T_1 - k), e_{i_{k-1},i_k} \right), s_{i_{k-1}} \right\} 
= \hat{x}_{i_k}(T_1 - k + 1)
\]
where the last step uses the fact that $i_k \in \mathcal{C}(i_{k-1}, T_1 - k)$. Thus for every $i_0 \in \mathcal{U}(t)$, $t \geq T_1$, $\hat{x}_{i_0}(t+1) \leq \hat{x}_{i_0}(t)$. As $\mathcal{U}(t) = V$ for all $t \geq T_1$, the result follows.

We now have the proof of convergence to a stationary point.

**Theorem 2.** Under the conditions of Theorem 1, there exist $x_i$ such that for all $i \in V$
\[
\lim_{t \to \infty} \hat{x}_i(t) = x_i.
\]
Further the convergence is uniform in $t_0$.

**Proof.** From Lemma 2, for all $t \geq T$, defined in the lemma, and all $j \in V$, $\hat{x}_j(t) \geq s_{\text{min}}$. From Theorem 1 all $\hat{x}_j(t)$ are nonincreasing for all $t \geq T_1$. From Lemma 3 all states are bounded. Thus for all $t \geq T_1$, each $\hat{x}_j(t)$ is a nonincreasing sequence on a compact set, and hence must converge.

We now turn to proving the uniqueness of this stationary point. To this end we make a definition.

**Definition 3.** In a stationary point satisfying (5) the source set $S_\infty = \{ i | x_i = s_i \}$.

We now argue that $S_\infty$ is unique through a process of elimination. Without loss of generality assume that $s_1 = s_{\text{min}}$ defined in Lemma 2. From Lemma 2
\[
i_1 \in S_\infty. \quad (19)
\]
Consider now two nodes $i \in S^*$ and $j \in S^*$. As the graph is connected there is at least one path between $i = k_0 \rightarrow k_1 \rightarrow k_2 \rightarrow \ldots \rightarrow k_l = j$. Define the sequence $c_{k_0} = s_i$ and
\[
c_{k_{i+1}} = \min \left\{ f(c_{k_i}, c_{k_{i+1}}), s_{k_{i+1}} \right\}. \quad (20)
\]
We will call this the shortest path from $i$ to $j$ if $c_j$ is the minimum over all such paths, and the minimum $c_j$ the distance between $i$ and $j$. From (19) any $j$ cannot be a source if the distance between $1$ and $j$ is smaller than $s_j$. Eliminate all such $j$. In this candidate source set obtained after the removal of these nodes, there is any node whose distance from another is smaller than its maximum value, then all such nodes must also be removed from the source set. This way we can arrive at a final source set which because of (19) is not empty. Further one can show that it is unique and determined entirely by $f(\cdot, \cdot)$, $e_{ik}$ and the $s_i$. One can also then show that the the remaining $x_i$ values are unique.

We conclude this section by upper bounding the time to converge. To this end we need a lemma.

**Lemma 5.** Consider true constraining nodes defined in 1 and a sequence of nodes $k_1, \ldots, k_i$ such that $k_1$ is a source, $k_i$ is the true constraining node of $k_{i+1}$, and $k_i \neq k_{i+1}$. Then there exists a number $D(\mathcal{G})$, called the effective diameter of the graph $\mathcal{G}$ such that $t \leq D(\mathcal{G})$.

**Proof.** Since $k_i \neq k_{i+1}$, $k_i$ is not a source for $i > 1$. Further the progressive property ensures that $x_{k_i} < x_{k_{i+1}}$. Thus, this sequence has no cycles. Thus as the number of nodes in the graph is finite, the result follows.

A byproduct of Theorem 1 is that there exists a $T_2 \leq T_1$ such that
\[
\hat{x}_i(T_2) \geq x_i, \forall i \in V. \quad (21)
\]

We first prove the following Lemma.

**Lemma 6.** Under the conditions of Theorem 1 suppose there exists a $T_2$ such that (21) holds. Then
\[
\hat{x}_i(t) \geq x_i, \forall i \in V, t \geq T_2. \quad (22)
\]

**Proof.** Use induction. Observe that (22) holds for $t = T_2$. Suppose it holds for some $t \geq T_2$. Suppose $l \in \mathcal{C}(i, t)$ and $k \in \mathcal{C}(i)$. Then from (1), (5) and (4), the result follows as:
\[
\hat{x}_i(t+1) = \min \left\{ f(\hat{x}_t(t), e_{lt}), s_l \right\} 
\geq \min \left\{ f(x_t(t), e_{lt}), s_l \right\} 
\geq \min \left\{ f(x_k(t), e_{ik}), s_l \right\} = x_k.
\]

We now provide an upper bound on the time to converge in terms of $T_2$.

**Theorem 3.** Under the conditions of Lemma 6 with $T_2$ defined in that lemma, (1) converges in at most $T_2 + D(\mathcal{G})$ steps.

**Proof.** Because of Theorem 1, (16) holds. Now consider a sequence of true constraining nodes $k_1, \ldots, k_l$ defined in Lemma 5. Then the result will follow from Lemma 5 if we show that for all $i \in \{1, \ldots, l\}$
\[
\hat{x}_{k_i}(T_2 + i) = x_{k_i}. \quad (23)
\]
We now show this by induction. As $k_1$ is a source and is thus its constraining node, and (16) holds, from (1) we obtain:
\[
x_{k_1} = s_{k_1} \leq \hat{x}_{k_1}(T_2 + 1) \leq s_{k_1} = x_{k_1}.
\]
Thus indeed (23) holds for $i = 1$. Now suppose it holds for all $i \in \{1, \ldots, m - 1\}$. Then as $k_{m-1} \in \mathcal{C}(k_m)$ and is thus a neighbor of $k_m$, we have that
\[
x_{k_m} \leq \hat{x}_{k_m}(T_2 + m) \leq f(\hat{x}_{k_{m-1}}(T_2 + m - 1), e_{k_m,k_{m-1}}) = f(x_{k_{m-1}}(T_2 + m - 1), e_{k_m,k_{m-1}}) = x_{k_m}.
\]
This proves the result.
What about a bound on $T_2$ the first time at which the smallest unconverged state exceeds or equals
\[
x_{\text{max}} = \max_{i \in V} \{x_i\}. \tag{24}
\]
Arguing similarly to the proof Lemma 2, the smallest unconverged if it increases does so by at least $\delta$. Thus with $\bar{x}(t_0)$ defined in the proof of Lemma 2,
\[
T_2 \leq \left[ \frac{x_{\text{max}} - \bar{x}_{\text{min}}(t_0)}{\delta} \right]. \tag{25}
\]
Thus the time to converge is no greater than
\[
\mathcal{D}(G) + \left[ \frac{x_{\text{max}} - \bar{x}_{\text{min}}(t_0)}{\delta} \right].
\]

IV. ULTIMATE BOUNDS

In this section, we present the robustness of the general $G$-block under perturbations. In [25], robustness of ABF is demonstrated by showing ultimate boundedness of distance estimates around nominal distance values while edge length change from its nominal value. For general $G$-block, we again present its robustness by showing its ultimate robustness under perturbations.

First, we introduce the following assumption.

**Assumption 2.** Now suppose $f(\cdot, \cdot)$ is monotonic with respect to its second argument, $f(a, b)$ obeys
\[
f(a, b_1) \geq f(a, b_2), \quad \text{if } b_1 \geq b_2. \tag{26}
\]
Further, $f(\cdot, \cdot)$ is Lipschitz continuous on its second argument, such that
\[
|f(\hat{x}_k(t), e_{ik}(t)) - f(\hat{x}_k(t), e_{ik})| \leq L_1|e_{ik}(t) - e_{ik}| \tag{27}
\]
with $L_1 > 0$. Meanwhile, we also assume $f(\cdot, \cdot)$ is Lipschitz continuous on its first argument, such that
\[
|f(a_1, b) - f(a_2, b)| \leq L_2|a_1 - a_2| \tag{28}
\]
where $L_2 > 0$.

Now we consider the case $e_{ij}$ in (1) is not a constant but a variable $e_{ij}(t)$ satisfying
\[
e_{ij}(t) = e_{ij} + e_{ij}(t) \tag{29}
\]
with $|e_{ij}(t)| \leq \epsilon$. Then (27) can be further interpreted as
\[
|f(\hat{x}_k(t), e_{ik}(t)) - f(\hat{x}_k(t), e_{ik})| \leq L_1\epsilon \tag{30}
\]
Now $\forall i \in V$ and $\forall k \in \mathcal{N}(i)$, (1) can be interpreted as
\[
\dot{x}_i(t+1) = \min \left\{ \min_{k \in \mathcal{N}(i)} \left\{ f(\hat{x}_k(t), e_{ik}(t)) \right\}, s_i \right\}. \tag{31}
\]
The next lemma provides the upper bound for $\dot{x}_i(t) - x_i$, $i \in V$.

**Lemma 7.** Consider (31), then $\forall i \in V$, $\dot{x}_i(t) - x_i \leq \sum_{n=0}^{\mathcal{D}(G)-2} L_2^2 L_1 \epsilon$ with $\mathcal{D}(G)$ defined in Lemma 5.

\begin{proof}
Considering the sequence $n_1, n_2, \ldots, n_T$ where $n_{k+1}$ is the true constraining node of $n_k$ for $k \in \{1, 2, \ldots, T-1\}$. As $T \leq \mathcal{D}(G)$, the result holds if for $t \geq i-1$
\[
\dot{x}_{n_i}(t) - x_{n_i} \leq \left\{ \sum_{n=0}^{i-2} L_2^2 L_1 \epsilon \right\} i \in \{2, \ldots, T\} \tag{32}
\]
We prove (32) by induction. It is true for $i = 1$ as $x_{n_1} = s_{n_1}$ and $\dot{x}_{n_i}(t) \leq s_{n_1}$ for all $t$. (32) also holds for $i = 2$ as for $t \geq 1$
\[
\dot{x}_{n_2}(t) \leq f(\dot{x}_{n_1}(t), e_{n_1n_2}(t)) \leq f(\dot{x}_{n_1}(t), e_{n_1n_2} + \epsilon) \leq f(s_{n_1}, e_{n_1n_2} + \epsilon) \leq x_{n_2} + L_1 \epsilon.
\]
Suppose (32) holds for some $i \in \{1, 2, \ldots, T-1\}$, then for $t \geq i-1$ and $n_{i+1}$
\[
\dot{x}_{n_{i+1}}(t + 1) \leq f(\dot{x}_{n_i}(t), e_{n_in_{i+1}}(t)) \leq f(\dot{x}_{n_i}(t), e_{n_in_{i+1}}) + L_1 \epsilon \leq f(x_{n_i} + \sum_{n=0}^{i-2} L_2^2 L_1 \epsilon, e_{n_in_{i+1}}) + L_1 \epsilon \leq f(x_{n_i}, e_{n_in_{i+1}}) + L_2 \sum_{n=0}^{i-2} L_2^2 L_1 \epsilon + L_1 \epsilon \leq x_{n_i} + \sum_{n=0}^{i-1} L_2^2 L_1 \epsilon.
\]
Thus (32) and our result follows.
\end{proof}

To address the lower bound of $\dot{x}_i - \hat{x}_i(t)$, we use an approach like *comparison principle* [1]. First, we introduce the following definition.

**Definition 4.** Given a graph $G$, we define a $G^-$, and $G^-$ is a shrunken version of $G$ such that, $\forall i \in V$ and $j \in \mathcal{N}(i)$ in $G$, $e_{ij}$ becomes $e_{ij}^-$ in $G^-$, and $e_{ij}$ obeys
\[
e_{ij}^- = e_{ij} - \epsilon \tag{33}
\]

**Lemma 8.** Given a graph $G$ and its shrunken version $G^-$ defined in Definition 4, consider
\[
\hat{X}_i(t+1) = \min \left\{ \min_{k \in \mathcal{N}(i)} \left\{ f(\hat{X}_k(t), e_{ik} - \epsilon) \right\}, s_i \right\}. \tag{34}
\]
for $G^-$ and (31), suppose for all $i \in V$, $\hat{X}_i(0) = \hat{x}_i(0)$. Then $\hat{x}_i(t) \geq \hat{X}_i(t), \forall t \geq 0$ and $i \in V$.

**Proof.** We prove by induction, the result holds for $t = 0$, suppose for some $t \geq 0$, $\hat{x}_i(t) \geq \hat{X}_i(t), \forall i \in V$. Suppose $j \in \mathcal{N}(i)$ is a current constraining node of $i$ at time $t$ in (31) while $k \in \mathcal{N}(i)$ is a current constraining node of $i$ at time $t$ in (34). Then we have
\[
\hat{X}_i(t+1) = f(\hat{X}_k(t), e_{ik} - \epsilon) \leq f(\hat{X}_j(t), e_{ij} - \epsilon) \leq f(\hat{X}_j(t), e_{ij}(t)) \leq f(\hat{x}_j(t), e_{ij}(t)) = \hat{x}_i(t+1) \tag{35}
\]
Thus the estimates offered by (31) are uniformly lower bounded by the estimates, $\hat{X}_i(t)$. Now we introduce the following lemma.

**Lemma 9.** $\forall i \in V$, $x_i \leq x_i + \sum_{n=0}^{D(G^-) - 2} L_2^e L_1 \epsilon$ where $G^-$ is in Definition 4 and $D(\cdot)$ is in Lemma 5.

**Proof.** Consider nodes $n_1, n_2, ..., n_{T_i}$ such that $X_{n_i} = s_{n_i}$, and for all $i \in \{1, ..., T_i - 1\}$, $n_i$ is a true constraining node of $n_{i+1}$ in $G^-$. Each node is in one such sequence. We assert that

$$x_{n_i} - X_{n_i} \leq \begin{cases} \sum_{n=0}^{i-2} L_2^e L_1 \epsilon & i \in \{2, \ldots, T_i\} \\ 0 & i = 1 \end{cases}$$

(36)

As $x_{n_i} \leq s_{n_i}$, (36) holds for $i = 1$. As $n_i$ and $n_{i+1}$ are neighbors in both $G$ and $G^-$, $n_i$ is the true constraining node of $n_{i+1}$ in $G^-$, for $i = 2$, it follows that

$$x_{n_2} \leq f(x_{n_1}, e_{n_1 n_2}) \leq f(x_{n_1}, e_{n_1 n_2}) \leq f(x_{n_1}, e_{n_1 n_2} - \epsilon) + L_1 \epsilon \leq X_{n_2} + L_1 \epsilon$$

Suppose it holds for some $i \in \{1, ..., T_i - 1\}$. As $T_i \leq D(G^-$), (36) holds as

$$x_{n_{i+1}} \leq f(x_{n_i}, e_{n_i n_{i+1}}) \leq f(x_{n_i} + \sum_{n=0}^{i-2} L_2^e L_1 \epsilon, e_{n_i n_{i+1}}) \leq f(x_{n_i}, e_{n_i n_{i+1}}) + L_2 \sum_{n=0}^{i-2} L_2^e L_1 \epsilon \leq f(x_{n_i}, e_{n_i n_{i+1}} - \epsilon) + L_1 \epsilon + L_2 \sum_{n=0}^{i-2} L_2^e L_1 \epsilon = X_{n_{i+1}} + \sum_{n=0}^{i-1} L_2^e L_1 \epsilon$$

Then our result follows.

As $G^-$ a perturbation free graph, based on our theorem in section III, after a finite time $T_i$, $\forall i \in V$ in $G^-$, $\hat{X}_i(t)$ will converge to $X_i$. Then we have the following lemma.

**Lemma 10.** Consider (31), and suppose $\forall i \in V$, $\hat{X}_i(t) = X_i$ for $t \geq T_i$, then for $t \geq T_i$

$$x_i - \hat{x}_i(t) \leq \sum_{n=0}^{D(G^-) - 2} L_2^e L_1 \epsilon$$

(37)

**Proof.**

$$x_i - \hat{x}_i(t) \leq X_i + \sum_{n=0}^{D(G^-) - 2} L_2^e L_1 \epsilon - \hat{x}_i(t) \leq X_i + \sum_{n=0}^{D(G^-) - 2} L_2^e L_1 \epsilon - X_i \leq \sum_{n=0}^{D(G^-) - 2} L_2^e L_1 \epsilon$$

(38)

Here (38) comes from Lemma 9. As $\hat{X}_i(t)$ converge to $X_i$ for $t \geq T_i$ in graph $G^-$, from Lemma 8, $\hat{x}_i(t) \geq X_i$ for $t \geq T_i$, then (39) follows.

**V. Simulations**

In this section, we empirically confirm the results presented in the prior sections through simulations, and four simulations we presented have different settings.

In our first simulation, 200 nodes, two of which are sources, are randomly distributed in a $4 \times 4$ km field, communicating over a 0.6 km radius, run synchronously. Two source nodes, defined as 1 and 2 are located at $[0.25, 0.5]$ and $[3.75, 0.5]$, respectively. The algorithm we use here follows (1) with

$$\hat{x}_i(t + 1) = \min \left\{ \min_{k \in N(i)} \{ \hat{x}_k(t) + e_{ik} \}, s_i \right\}$$

(40)

and

$$s_i = \begin{cases} 5 & i = 1 \\ 0.1 & i = 2 \\ \infty & \text{else} \end{cases}$$

Here $e_{ik}$ refers to the distance between node $i$ and $k$, this is the same as ABF except that $s_i$ is redefined. Source with $s_1 = 5$ can be seen as a low-speed link while source with $s_2 = 0.1$ is a high-speed one, non-source nodes have routed through sources will be labeled with the color of the source.

In Figure 1, initially, non-source nodes choose to route to the source closer to them by distance, while some nodes far from sources remain not routed. Shortly, all non-source nodes will route through one of the two sources. Finally, all nodes, including the low-speed link will route to the high-speed link.

After all nodes routed to the high-speed link, we turn it off so that there is only one source in the network. As we can see from Figure 2, all the nodes will gradually route to the sole source, which is a low-speed link.

In Figure 3, 500 nodes are randomly distributed in a $4 \times 4$ km area, communicating over a 0.2 km radius, run synchronously. Five source nodes marked as solid circles with different colors will broadcast their IDs, and a non-source node will be in the same color as the source if it receives the source ID. The algorithm used here follows (40) with a slightly different $s_i$ defined as follows

$$s_i = \begin{cases} 0 & i \in S \\ \infty & \text{else} \end{cases}$$

where $S$ represents the set of sources. As Figure 3 shows, each non-source node will finally receives the ID of its nearest source, and the network will be partitioned into 5 parts.

We also carry out simulations by using (1) under non-Euclidean metric. In Figure 4, 500 nodes are randomly distributed in a $4 \times 4$ km field, communicating over a 0.6 km radius, run synchronously. The sole source at $(0.3, 0.3)$ keeps broadcasting its ID. In the middle of the area, there exists a $2.5 \times 2.5$ km radiation zone, and nodes outside this region will never get into this region by choosing not to communicate with nodes inside it. For nodes inside the radiation zone, it will leave the radiation zone if one of its neighbors has received the source ID. The whole area is radiating contaminated materials, suppose node $i$ is communicating with node $j$ in time $t$, then
Fig. 1. In this example, 200 nodes are randomly distributed in a $4 \times 1$ km area, and two source nodes marked as solid red circle and solid blue circle are low-speed link and high-speed link, respectively. Here circles in blue represent nodes routing through high-speed link while circles in red represent nodes routing through low-speed link, circles in light blue are nodes not routing through any source. It shows that finally all nodes will route to the high-speed link.

It will receive a number of $1000 \times e_{ij}$ units of contaminated materials if $j$ is in the radiation zone, while $i$ will only get $1 \times e_{ij}$ units if $j$ is not in the radiation zone, besides, the calculation of contaminate materials is cumulative.

As Figure 4 shows, nodes outside the radiation zone will detour around the radiation zone. For nodes inside the radiation zone, those closer to the source will have fewer contaminated materials as they spend less time getting rid of the radiation zone.

In Figure 5, 120 nodes, including the sole source, are randomly distributed in a $4 \times 1$ km field, communicating over a 1 km radius, run synchronously. The algorithm used is as follows,

$$\hat{x}_i(t + 1) = \min \left\{ \min_{k \in X(i)} \{ \hat{x}_k(t) + 0.5 \sin(\hat{x}_k(t)) + 1 \}, s_i \right\}$$

Fig. 2. In this example, after turning the high-speed link off, all nodes will gradually route to the sole source, the low-speed one marked as solid red circle.

Fig. 3. In this example, 500 nodes are randomly distributed in a $4 \times 4$ km area, and among them there are 5 source nodes, represented by blue, red, black, green and light blue solid balls. Their locations are (0.6,0.2), (0.5,0.7), (3.5,0.6), (2.0,8), (2.6,0.2). Each source will broadcast its ID, and nodes will have the same color as the source if they receive the source ID. It shows that the field will be partitioned by five nodes.
We have provided a global uniform asymptotic stability of a general building block of Aggregate Computing that spreads information through a network. We have also established ultimate bounds in face of persistent perturbations, with an additional Lipschitz condition on the update kernel. We view this as an early step towards our long term goal of proving stability of feedback interconnections featuring these blocks.